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HOWQUERYOUTPUT] 
&queries=[QUERIES]  
  
Request Parameters: 
The parameters involved in the API request are described below. Also, refer the list of common 
Request Parameters. 
 

Field Description 

type The type of the monitor you want to add. Value should be QueryMonitor. 

host The name of the host where the databae server is running. 

port The port number where the database is running 

username The user name of the database server . 

password The password of the database server. 

databasetype The database type for which the query is executed. 

databasename The name of the database server. 

showqueryoutput Option to specify whether you prefer query output. Values are yes and no 

queries Denotes the database query. There can be a maximum of five queries. 

 
Sample Request: 
 
http://prod-
server8:9090/AppManager/xml/AddMonitor?apikey=bbab7f01458e96595b06d5c27efcc
3af 
&type=QueryMonitor&displayname=qury&host=app-
xp2&port=1433&username=sa&password=Advent1&databasetype=MsSQL&databasename=
AMDB&showqueryoutput=yes&queries=select * from user  
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AddMonitor API - Virtualization 
  
This section explains how to use the AddMonitor API to add monitors of the category type 
'Virtualization'. The following monitors are supported: 

• VMware ESX/ESXi Server 
• Microsoft Hyper-V Server 

 
VMware ESX/ESXi Server 
Syntax: 
 
http://[Host]:[Port]/AppManager/xml/AddMonitor?apikey=[APIKEY]&type=[TYPE] 
&displayname=[DISPLAYNAME]&host=[HOST]&port=[PORT]&username=[USERNAME]&pass
word=[PASSWORD] 
&addtoGroup=[ADDTOGROUP]&groupID=[GROUPID]&monitorvms=[MONITORVMS]  
  
Request Parameters: 
The parameters involved in the API request are described below. Also, refer the list of common 
Request Parameters. 
 

Field Description 

type 
The type of the monitor you want to add. Value should be VMware 
ESX/ESXi. 

host The name of the host where the VMWare ESX/ESXi server is running. 

port The port number where the VMware ESX/ESXi server is running. 

username The user name of the VMware ESX/ESXi server. 

password The password of the VMware ESX/ESXi server. 

addtoGroup 
Denotes if the monitor should be added to monitor group. Value is either 
true or false. 

groupID The monitor group ID 

monitorvms 

Indicates the way the virtual machines of the ESX server are to be 
monitored. Possible values are no, yes and onlyavailability. 
The value no means the VMs will not be discovered. The value yes 
indicates that the VMs will be discovered and monitored. The value 
onlyavailability indicates that the VMs will be discovered but the metrics 
will not be monitored (will not count for licensing). 
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Sample Request: 
 
http://prod-
server5:9098/AppManager/xml/AddMonitor?apikey=e249ce592ad1052c4ea605bcf3125
ad9 
&type=VMWare ESX/ESXi&displayname=vnwgroup&host=esx-
2&port=443&username=root&password=password&addToGroup=true 
&groupID=10000024&monitorvms=onlyavailability  

 
Microsoft Hyper-V Server 
Syntax: 
 
http://[Host]:[Port]/AppManager/xml/AddMonitor?apikey=[APIKEY]&type=[TYPE] 
&host=[HOST]&port=[PORT]&displayname=[DISPLAYNAME]&password=[PASSWORD] 
&addvms=[ADDVMS]&username=[USERNAME]  
  
Request Parameters: 
The parameters involved in the API request are described below. Also, refer the list of common 
Request Parameters. 
 

Field Description 

type 
The type of the monitor you want to add. Value should be Hyper-V 
Server. 

host The name of the host where the Hyper-V server is running. 

port The port number where the Hyper-V server is running. 

password The password of the Hyper-V server. 

addvms 
Denotes whether the performance metrics of VMs should be collected. 
Value is either yes or no 

username The user name of the Hyper-V server. 

 
Sample Request: 
 
http://prod-
server6:9090/AppManager/xml/AddMonitor?apikey=256d041620d0aee9901558b44706d
c84 
&type=Hyper-V Server&host=amp-w2k8-
64&port=8080&displayname=apmhyperv&password=Vembu123app2 
&addvms=yes&username=administrator  
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AddMonitor API - Cloud Apps 
This section explains how to use the AddMonitor API to add monitors of the category type 
'Virtualization'. The following monitors are supported: 

• Amazon 
 
Amazon 
Syntax: 
 
http://[Host]:[Port]/AppManager/xml/AddMonitor?apikey=[APIKEY]&type=[TYPE] 
&accessKey=[ACCESSKEY]&SecretAccessKey=[SECRETACCESSKEY]&displayname=[DISPL
AYNAME]  
  
Request Parameters: 
The parameters involved in the API request are described below. Also, refer the list of common 
Request Parameters. 
 

Field Description 

type The type of the monitor you want to add. Value should be Amazon 

accessKey The Access Key Id of the AWS for accessing the AWS through the API. 

SecretAccessKey The secret access key of the AWS. 

 
Sample Request: 
 
http://prod-
server2:9098/AppManager/xml/AddMonitor?apikey=4c362569ccc528be78fafdcc2317b
c5c 
&type=Amazon&accessKey=19879sd&SecretAccessKey=2dhsoid&displayname=amazon 
monitor  
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AddMonitor API - EUM Monitors 
This section explains how to use the AddMonitor API to add monitors of the category type End User 
Monitoring (EUM). The following monitors are supported: 

• Ping 
• DNS 
• LDAP Server 
• Mail Server 
• Real Browser Monitor 

The following parameters are common in API requests for EUM monitors: 
  

Field Description 

eumAgents 
The display name(s) of the EUM agent(s). If there are multiple entries, they can be 
comma separated. 

eumAgentsId 
The unique ID of the EUM agents configured. These can be specified as comma 
separated. 

runOnServer 
Specifies if the monitor has to be created in Applications Manager. Possible values 
are 'True' or 'False' 

Note: 

1) It is not mandatory to use both 'eumAgents' and 'eumAgentsId' parameters in the same API request. 
You can use either one of these. 
2) The runOnServer parameter is not applicable for Real Browser Monitor (RBM) 

Ping 
Syntax: 
 
http://[Host]:[Port]/AppManager/xml/AddMonitor?apikey=[APIKEY]&type=[TYPE]&
displayname=[DISPLAYNAME] 
&host=[HOST]&timeout=[TIMEOUT]&eumAgents=[EUMAGENTS]&eumAgentsId=[EUMAGENTI
D]&runOnServer=[RUNONSERVER]  

Request Parameters: 
The parameters involved in the API request are described below. Also, refer the list of common 
Request Parameters. 
 

Field Description 

type The type of the service you want to add. Value should be 'Ping Monitor'. 

host The host in which the monitor is running. 

timeout The timeout value in seconds. 
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Sample Request: 
 
http://prod-
server5:9090/AppManager/xml/AddMonitor?apikey=40648ef160f4786b20ed89ea51aa3
f98 
&type=Ping 
Monitor&displayname=apmping&host=smrithil&timeout=5&eumAgents=eumflorida& 
runOnServer=True  
 
DNS 
Syntax: 
 
http://[Host]:[Port]/AppManager/xml/AddMonitor?apikey=[APIKEY]&type=[TYPE] 
&displayname=[DISPLAYNAME]&timeout=[TIMEOUT]&SearchField=[SEARCHFIELD] 
&TargetAddress=[TARGETADDRESS]&LookupAddress=[LOOKUPADDRESS]&RecordType=[RE
CORDTYPE] 
&eumAgents=[EUMAGENTS]&eumAgentsId=[EUMAGENTID]&runOnServer=[RUNONSERVER]  
  
Request Parameters: 
The parameters involved in the API request are described below. Also, refer the list of common 
Request Parameters. 
 

Field Description 

type The type of the service you want to add. Value should be 'DNSMonitor'. 

displayname The display name of the host in which the monitor is running. 

timeout The timeout value in seconds. 

SearchField 
The value of SearchField. Options include None, Record Name, 
Address, Additional Name, Target, Admin, Host, Alias, Port and Priority. 

TargetAddress Host Name / IP Address to connect to the service 

LookupAddress The address you want to check in the DNS Server. 

RecordType 
The expected record type returned for the lookup address. The options 
include A, AAAA, CNAME, MX, NS, PTR, SOA, SPF, SRV and TXT. 

 
Sample Request: 
 
http://prod-
server8:9090/AppManager/xml/AddMonitor?apikey=40648ef160f4786b20ed89ea51aa3
f98 
&type=DNSMonitor&displayname=dnstttttt&timeout=15&SearchField=Record Name 
&TargetAddress=192.168.4.121&LookupAddress=appmanager.com&RecordType=A&eumA
gents=eumbe1 
&runOnServer=True  
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LDAP Server 
Syntax: 
 
http://[Host]:[Port]/AppManager/xml/AddMonitor?apikey=[APIKEY]&type=[TYPE] 
&displayname=[DISPLAYNAME]&username=[USERNAME]&timeout=[TIMEOUT]&LDAPServer
=[LDAPSERVER] 
&LDAPServerPort=[LDAPSERVERPORT]&MatchingAttribute=[MATCHINGATTRIBUTE]&Filt
erCondition=[FILTERCONDITION] 
&IsSecured=[ISSECURED]&SearchFilter=[SEARCHFILTER]&SearchResult=[SEARCHRESU
LT]&SearchBase=[SEARCHBASE]&password=[PASSWORD] 
&eumAgents=[EUMAGENTS]&eumAgentsId=[EUMAGENTID]&runOnServer=[RUNONSERVER] 
  
Request Parameters: 
The parameters involved in the API request are described below. Also, refer the list of common 
Request Parameters. 
  

Field Description 

type The type of the service you want to add. Value should be 'LDAP Server'. 

username The user name of the LDAP server. 

timeout The timeout value in seconds. 

LDAPServer The name of the LDAP Server. 

LDAPServerPort The port at which the LDAP server is running. 

MatchingAttribute 
The matching attribute value. Values include cn, uid, sn, displayname, 
givenname, objectclass, dc and ou 

FilterCondition 
The value of filter condition. Values include equals, contains and 
notequals 

IsSecured Specifies if the connection is secure or not. Value is either yes or no. 

SearchFilter The value of Search Filter. This field is optional. 

SearchResult The string value that matches with search results. 

SearchBase 
The value of SearchBase. This is mandatory field when adding a LDAP 
monitor. 

password The password of the LDAP server. 

 
Sample Request: 
 
http://operations-
server9:9090/AppManager/xml/AddMonitor?apikey=40648ef160f4786b20ed89ea51aa3
f98 
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&type=LDAP 
Server&displayname=ldap_serverqqqq&username=cn=administrator,cn=users,dc=pm
p,dc=com 
&timeout=10&LDAPServer=pmp-
2k8s&LDAPServerPort=389&MatchingAttribute=cn&FilterCondition=equals&IsSecur
ed=no 
&SearchFilter=&SearchResult=&SearchBase=&Password=Vembu123&eumAgents=eumbe1
&runOnServer=True  
 
Mail Server 
Syntax: 
 
http://[Host]:[Port]/AppManager/xml/AddMonitor?apikey=[APIKEY]&type=[TYPE]&
host=[HOST]&port=[PORT] 
&displayname=[DISPLAYNAME]&emailid=[EMAILID]&timeout=[TIMEOUT]&authRequired
=[AUTHREQUIRED] 
&sslEnabled=[SSLENABLED]&username=[USERNAME]&password=[PASSWORD]&tlsEnabled
=[TLSENABLED] 
&pollinterval=[POLLINTERVAL]&mailsubject=[MAILSUBJECT]&fetchEnabled=[FETCHE
NABLED]&fetchType=[FETCHTYPE] 
&fsHost=[FSHOST]&fsport=[FSPORT]&fsSSLEnabled=[FSSSLENABLED]&fsTLSEnabled=[
FSTLSENABLED] 
&fsUserName=[FSUSERNAME]&fsPassword=[FSPASSWORD]&eumAgents=[EUMAGENTS]&eumA
gentsId=[EUMAGENTID]&runOnServer=[RUNONSERVER] 
  
Request Parameters: 
The parameters involved in the API request are described below. Also, refer the list of common 
Request Parameters. 
  

Field Description 

type The type of the service you want to add. Value should be 'Mail Server'. 

host The SMTP host name 

port The port at which SMTP is running. 

emailid The email address to which the mail will be sent. 

timeout The timeout value in seconds. 

authRequired Indicates if the SMTP requires authentication. Values are 'Yes' or 'No' 

sslEnabled 
Indicates if the SMTP host should be accessed through SSL. Values are 
'Yes' or 'No' 

username The username of the SMTP host 

password The password of the SMTP host 

tlsEnabled Denotes whether TLS should be used for SMTP 
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Field Description 

pollinterval The polling interval of the monitor in seconds. 

mailSubject The message to appear in the subject of the email. 

fetchEnabled 
Indicates if the POP/IMAP server should be monitored. Values are 'Yes' 
or 'No'. 

fetchType 
Indicates the service that is monitored. If you want to add POP type, 
specify the value as 1. If you want to monitor IMAP server, specify the 
value as 2. 

fsHost The host name of the POP/IMAP server 

fsport The port at which the POP/IMAP server is running. 

fsSSLEnabled 
Indicates whether the POP/IMAP server is SSL enabled or not. Values 
are 'Yes' or 'No'. 

fsTLSEnabled 
Indicates whether TLS should be used for POP/IMAP. Values are 'Yes' 
or 'No'. 

fsUserName The user name of the POP/IMAP server. 

fsPassword The password of the POP/IMAP server 

 
Sample Request: 
 
http://operations-
server9:9090/AppManager/xml/AddMonitor?apikey=40648ef160f4786b20ed89ea51aa3
f98 
&type=Mail 
Server&host=smtp1&port=23&displayname=apmsmtp&emailid=admin@yourdomain.com&
timeout=5&authRequired=Yes 
&sslEnabled=Yes&username=guest&password=guest&tlsEnabled=Yes&pollinterval=6
0&mailsubject=Testing Mail Server 
&fetchEnabled=Yes&fetchType=1&fsHost=POP1&fsport=110&fsSSLEnabled=Yes&fsTLS
Enabled=Yes&fsUserName=admin&fsPassword=Vembu123 
&eumAgents=eum1&runOnServer=True  
 
Real Browser Monitor 
Syntax: 
 
http://[Host]:[Port]/AppManager/xml/AddMonitor?apikey=[APIKEY]&type=[TYPE] 
&displayname=[DISPLAYNAME]&scriptname=[SCRIPTNAME]&pollinterval=[POLLINTERV
AL]&timeout=[TIMEOUT] 
&eumAgents=[EUMAGENTS]&eumAgentsId=[EUMAGENTID] 
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Request Parameters: 
The parameters involved in the API request are described below. Also, refer the list of common 
Request Parameters. 
  

Field Description 

type The type of the monitor you want to add. Value should be 'RBM'. 

scriptname The script name for RBM 

pollinterval The polling interval for the monitor in seconds 

timeout The time out value in seconds. 

 
Sample Request: 
 
http://operations-
server9:9090/AppManager/xml/AddMonitor?apikey=40648ef160f4786b20ed89ea51aa3
f98 
&type=RBM&displayname=rbm1&scriptname=script1&pollinterval=60&timeout=30&eu
mAgents=eum1  
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ListUserDetails API 
  
This API is used to get user details such as the role of the user and username of the user. 
 
Sample Request 
 
http://[Host]:[Port]/AppManager/xml/ListUserDetails?apikey=[APIKEY] 
  
Request Parameters 
 
The parameters involved in executing this API request are: 
  

Field Description         

apikey 
The key generated using the Generate API Key option in the 'Admin' 
tab. 

 
Example 
http://app-windows:59090/AppManager/xml/ListUserDetails?apikey=93c6eb60184e41f10fba2f365060b8e3 
 
Example Output: 

<AppManager-response uri="/AppManager/xml/ListUserDetails"> 

   <result> 

      <response method="ListUserDetails"> 

         <Users> 

            <User UserName="admin" Role="ADMIN"/> 

            <User UserName="admin" Role="USERS"/> 

            <User UserName="op" Role="OPERATOR"/> 

            <User UserName="user" Role="USERS"/> 

            <User UserName="man" Role="MANAGER"/> 

         </Users> 

      </response> 

   </result> 

</AppManager-response> 
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If the API is not executed correctly, the request will fail and errors will be shown as given below: 
  

<AppManager-response uri="/AppManager/xml/ListUserDetails"> 

   <result> 

      <response response-code="4004"> 

         <message>The specified apikey [ "+apiKey+" ] in the request is invalid. Kindly login to Application Manager and check 

for the key in generate key in Admin tab.</message> 

      </response>      

    </result> 

</Apm-response> 

Refer this page for a list of common error conditions. 
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PollNow API 
  
This API allows you to poll a particular monitor. 
 
Sample Request 
http://[Host]:[Port]/AppManager/xml/PollNow?apikey=[APIKEY]&resourceid=[RESOURCEID] 
  
Request Parameters 
The parameters involved in executing this API request are: 
  

Field Description         

apikey The key generated using the Generate API Key option in the 'Admin' tab. 

resourceid The resource id of the monitor that needs to be polled. 

 
Example 
http://app-

xp5:9099/AppManager/xml/PollNow?apikey=123b7328e4b41d1efe64aa7980d83d77&resourceid=10000293 
Example Output: 

<AppManager-response uri="/AppManager/xml/PollNow"> 

<result> 

<response method="PollNow"> 

<message>The monitor polled successfully.</message> 

</response> 

</result> 

</AppManager-response> 

  
If the API is not executed correctly, the request will fail and errors will be shown as given below: 
  

<AppManager-response uri="/AppManager/xml/PollNow"> 

   <result> 

      <response response-code="4037"> 

         <message>Improper resourceid in the request.</message> 

      </response>      

    </result> 

</Apm-response> 

Refer this page for a list of common error conditions. 
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DeleteMonitor API 
  
This API is used to delete a monitor. 
 
Sample Request 
http://[Host]:[Port]/AppManager/xml/DeleteMonitor?apikey=[APIKEY]&resourceid=[RESOURCEID] 
 
Request Parameters 
The parameters involved in executing this API request are: 
  

Field Description 

apikey The key generated using the Generate API Key option in the 'Admin' tab. 

resourceid The resource id of the monitor that needs to be deleted. 

 
Example 
http://app-

windows:59090/AppManager/xml/DeleteMonitor?apikey=93c6eb60184e41f10fba2f365060b8e3&resourceid=100

00032 
 
Example Output: 

<AppManager-response uri="/AppManager/xml/DeleteMonitor"> 
   <result> 
      <response method="DeleteMonitor"> 
         <message>The monitor deleted successfully.</message> 
      </response> 
   </result> 
</AppManager-response> 

 
If the API is not executed correctly, the request will fail and errors will be shown as given below: 
  
<AppManager-response uri="/AppManager/xml/DeleteMonitor"> 
   <result> 
      <response response-code="4004"> 
         <message>The specified apikey [ "+apiKey+" ] in the request is invalid. Kindly login to Application Manager and check 
for the key in generate key in Admin tab.</message> 
      </response>      
    </result> 
</Apm-response> 

Refer this page for a list of common error conditions. 
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Error Handling 
  
API execution could result in error conditions. In case of an error, the error information would be sent 
in the response body. The response body will have <error> as the child node along with the 
appropriate error code. 
  
Error Codes 
 
The list of HTTP error codes are tabulated below: 
  

Code Description 

4000 <Success Message> 

4002 The specified resourceid in request URI should be an integer. 

4003 The specified resourceid in request URI is wrong. 

4004 The specified apikey [ "+apiKey+" ] in the request is invalid. Kindly log in to Applications Manager 
and check for the key in generate key in Admin tab. 

4005 The specified type in request URI is wrong. 

4006 The given ResoureID in the URL is wrong or repeated. 

4007 The specified monitorname in request URI is wrong. 

4008 The specified request URI is incorrect. 

4016 The specified method in request URI is incorrect. 

4024 The given taskid in the URL is wrong. 

4025 The specified taskname in the URL is already exist or empty. 

4032 The specified parameter in request URI is incorrect. 

4033 The taskName cannot be empty. 

4034 The taskName already exists. 

4035 The taskStatus should be either enable or disable. 

4036 The taskType should be either group or monitor. 

4037 Improper resourceid in the request. 

4038 The startTime should be of the format (HH:MM). 
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Code Description 

4039 The endTime should be of the format (HH:MM). 

4040 DestinationAddress DestinationPort GlobalTrap are mandatory for v1 trap 

4041 The effectFrom should be of the format (YYYY-MM-DD HH:MM). 

4042 Task Method should be any one among Daily,Weekly or Once. 

4043 The totalNumber should be between 1 to 7 only. 

4044 The customTaskStartTime should be of the format (YYYY-MM-DD HH:MM). 

4045 The customTaskEndTime should be a valid date format like (YYYY-MM-DD HH:MM). 

4046 The startDay,startTime,endDay,endTime for weekly Maintenance are incorrect. 

4048 The given taskid in the URL is not an integer. 

4049 The monitor is under maintenance. Try pollnow after maintenance. 

4050 The monitor cant be polled when unmanaged. 

4064 Kindly buy the License to avail the Applications Manager API's. 

4080 DestinationAddress DestinationPort GlobalTrap are mandatory for v2 trap 

4128 Server Error while processing the request. 

4201 The pollInterval should be a valid whole number. 

4202 The type should not be empty. 

4203 The groupID should be a valid whole number. 

4204 The WSDLUrl should not be empty. 

4205 The WSDLUrl should not be empty. 

4206 The username and password mentioned in the request URL should not be empty. 

4207 The popHost, smtpUserName and smtpPassword mentioned in the request URL should not be 
empty. 

4208 The rbmagentID mentioned in the request URL should not be empty. 

4209 The rbmagentID mentioned in the request URL is repeated or invalid. 

4210 The scriptname mentioned in the request URL should not be empty. 

4211 The displayname mentioned in the request URL should not be empty. 
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Code Description 

4212 Invalid OS type. 

4213 The mode should be any one among SSH/TELNET/SNMP/WMI 

4214 The snmptelnetport should be a valid one. 

4215 The type mentioned in the request URL is not supported. 

4216 The timeout should be a valid one. 

4217 The host should not be empty. 

4218 The port should be a valid one. 

4219 The username mentioned in the request URL should not be empty. 

4220 The password mentioned in the request URL should not be empty. 

4221 The authentication should SQL or Windows. 

4222 The serverpath should not be a empty. 

4223 The jndiurl should not be a empty. 

4224 The instance should not be a empty. 

4225 The Transaction mentioned in the request URL should be yes or no. 

4226 The LDAPServer should not be empty. 

4227 The LDAPServerPort should not be empty. 

4228 The MatchingAttribute should be anyone of cn, uid, sn, displayname, givenname, objectclass, dc, 
ou. 

4229 The FilterCondition should be anyone of equals, contains, notequals. 

4230 The IsSecured should be either yes or no. 

4231 The TargetAddress mentioned in the request URL should not be empty. 

4232 The DownloadFile mentioned in the request URL should not be empty. 

4233 The UploadFile should be either yes or no. 

4234 The SearchField should not be empty. 

4235 The TargetAddress should not be empty. 

4236 The LookupAddress should not be empty. 
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Code Description 

4237 The RecordType should not be empty. 

4238 The version of WEBLOGIC should be anyone of 6.1,7.0,8.1,9.x,10.x. 

4238 The JNDIPath should not be empty. 

4239 The version of JBoss server should be anyone of 3.2.x,4.x,4.0.1,4.0.2 & above,5.0.0 & above. 

4240 The version of Tomcat Server should be anyone of 3,4,5,6. 

4241 The version of Websphere Server should be anyone of 5.x,6.x,7.x 

4242 The mode of Websphere Server should be BASE or ND. 

4243 The soapport should be a valid whole number. 

4244 The version of Oracle Application Server should be anyone of 10.1.2 or 10.1.3. 

4245 The SSL of OracleEBS should be yes or no. 

4246 The systemnumber of SAP Server should not be empty. 

4247 The logonClient of SAP Server should not be empty. 

4248 The language of SAP Server should not be empty. 

4249 The specified taskMethod and taskid does not match. 

4250 The starttime should less than endtime. 

4251 Check for the date time configuration of weekly. 

4252 The customTaskStartTime should be less than customTaskEndTime. 

4253 The method for UrlMonitor should be post or get. 

4254 The httpcondition for UrlMonitor should be as follows. LT for <, GT for >, EQ for =, NE for !=, LE 
<= and GE for >=. 

4255 The url should not be empty. 

4256 The version of Exchange Server should be any one of 2007, 2003, 2000, 5. 

4257 The databasetype of QueryMonitor should be any one of MySQL, Oracle, DB2, MsSQL, Sybase, 
Postgres. 

4258 The databasetypename of QueryMonitor should not be empty. 

4259 The showqueryoutput of QueryMonitor should be any one of yes or no. 
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Code Description 

4260 The queries of QueryMonitor should not be empty. 

4261 The name for adding Monitor Group already exist. 

4262 The name should not be empty. 

4263 The grouptype should be either monitorgroup or webappgroup. 

4264 The userid in the request url is wrong or the values are repeated. 

4265 The weblogic.jar is missing and is required for monitoring Weblogic  server Version 6. 

4266 The weblogic.jar is missing and is required for monitoring Weblogic  server Version 7. 

4267 The weblogic.jar is missing and is required for monitoring Weblogic  server Version 8. 

4268 The weblogic.jar is missing and is required for monitoring Weblogic  server Version 9. 

4269 The weblogic.jar is missing and is required for monitoring Weblogic  server Version 10. 

4270 The accessKey should not be empty. 

4271 The SecretAccessKey should not be empty. 

4272 The apacheurl should not be empty. 

4273 The serverstatusurl should not be true or false. 

4274 The listenerport should not be empty. 

4275 The serverconnectionchannel should not be empty. 

4444 Error: 

4512 The specified time in request URI is incorrect. Either it is more than the current time or not a 
proper time 

4540 This API is not available for Admin Server. 
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End User Monitoring (EUM) 
  
End User Monitoring (EUM) provides the ability to monitor the health and performance of services 
from multiple locations outside your corporate firewall. This capability provides you greater visibility 
into the user experience and behaviors of these services and helps in detecting potential performance 
problems before end users are affected. It also enables you take steps to improve the user 
experience of business-critical services. 
  
End user monitoring can be enabled by installing agents in client locations and configuring your 
monitors to make use of these agents for monitoring. The monitors currently supported by the EUM 
agent include Ping, DNS, Mail Server, LDAP server and Real Browser Monitor (RBM). 
  
Browse through the following topics to understand EUM better: 

• How does End User Monitoring work? 

• Installing EUM agent 

• EUM Dashboard 
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How does End User Monitoring (EUM) Work? 
 
End user monitoring enables IT operations ensure that the real end users of an application or service 
are experiencing good performance. Since the EUM agents take care of collecting and reporting data, 
the IT administrator is able to accurately keep track of the performance of services without needing to 
take any additional steps. 
  
To configure EUM monitors, you have to download EUM agents, install them in your branch offices or 
customer locations, and install Applications Manager server in your head office. Once these agents 
are enabled, they will collect data about the service performance from these locations and pass it on 
to the central Applications Manager server. This data will then be processed by Applications Manager 
and used for measuring the end user experience. 
  
  

 
  



 ManageEngine Applications Manager – Help Documentation 
 

582 
 

Zoho Corporation 
 

The EUM agents can be installed in multiple branch offices in different cities or in the systems of your 
end users. All you need is a secure https connection between the agent and the Applications 
Manager server. 
  
The EUM agent pings the Applications Manager server at specific time intervals and gathers 
information such as the service configuration details. The service will then be executed from the 
remote location and the results passed on to the central Applications Manager server. Based on the 
metrics received from the agent, the Applications Manager server measures the performance of these 
services and generates performance charts. Some of the performance metrics displayed in the 
monitor details page include response time from different locations, outage report based on locations, 
etc. 
  
Based on the information shown in the EUM monitor, the IT team can determine how the service is 
performing from different locations. If there is a performance issue in a particular agent, they can 
troubleshoot initiate root cause analysis, isolate the real performance issue and resolve them before 
end users are affected. 
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Installing and Uninstalling EUM Agent 
  
This section covers the following topics: 

• Installing EUM Agent 

• Windows 

• Linux 

• Uninstalling EUM Agent 

• Windows 

• Linux 

• End User Monitoring Agent Settings 

 
Installing EUM Agent 
To start end user monitoring from multiple locations, you have to install the EUM agents in the 
respective locations. The agents can be installed in both Windows and Linux systems. Please note 
that the EUM agents will work only if the central Applications Manager server is running. 
 
Windows 
Follow the steps given below to install the EUM agent in Windows systems. 

1. Download and execute the EUM_Agent.exe file. The installshield wizard will open up. 

2. Read the license agreement and click the Yes button. 

3. Specify the details of your Applications Manager installation such as host, port, username and 
password. Click Next to proceed. 

4. Provide the location where the EUM agent should be installed in your machine. Click Browse 
to provide a different location of installation. Click Next. 

5. Specify the name of the folder to be placed in Program Folder. The default is ManageEngine 
End User Monitoring Agent. Click Next. 

6. If you want to install EUM as a service, select the 'Install End User Monitoring Agent as 
Service' option and click Next. Please note that you need to have administrative privileges to 

install the EUM agent as a service. 

7. The current settings will be displayed in the next screen. If you need to make any changes, 
click Back, or else click Next to continue with the installation. Once you click Next, the setup 
will start copying the jar files necessary for the EUM agent. 

8. You have an option to fill up a registration form for technical support. 
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9. In the final step of the installation wizard, there are options available to View the Readme file 
and to Launch the End User Monitoring Agent Now. Select these options if required. Click 
Finish to complete the installation process. 

 
Linux 
Follow the steps given below to install the EUM agent in Linux systems. 

1. Download the EUM_Agent.bin file for Linux. 

2. Execute the downloaded file. The Installation Wizard is displayed. Click Next to continue. 
Read the license agreement and click the Next button. 

3. Provide the location where the EUM agent should be installed in your machine. Click Next. 

4. Current Settings will be displayed in the next screen. If you need to make changes, click 
Back, else click Next to continue the installation. 

5. Click Finish to complete the installation process. 

6. You have an option to fill up a registration form for Technical support. 

7. Finally, select if you want to view the ReadMe file or click Finish to launch the EUM agent 

immediately. 

Note: 
1) You can also install the EUM agent via command line. Just type in the following command in the 

command prompt: 
 
./EUM_Agent.bin -console 
 
Execution of this command will take you through the installation process. 
  
2) The Real Browser Monitor (RBM) will not work if you install the EUM agent in Linux systems. This 
is because the RBM requires Internet Explorer browser for playback. 

 
Uninstalling EUM Agent 
In Windows: 

1. If the EUM agent is running, you should stop the agent before uninstalling it. You can stop the 
agent using any of these options: 

1. Use the Start menu->All Programs->ManageEngine EndUser Monitoring Agent->Stop 

Server option. 

2. From the command prompt, execute the StopServer.bat file present under the 
<ManageEngine/EUMAgent> folder. 
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2. Use the Start menu->All Programs->ManageEngine EndUser Monitoring Agent->Uninstall 

option. The installshield wizard will be displayed. Follow the instructions shown on screen to 
uninstall the agent. 

3. Remove the agent completely using the Control Panel->Add/Remove Programs option. 

In Linux: 

1. From the command line, go to the Applications Manager Home directory and execute the 
below commands: 
 
sh shutdownApplicationsManager.sh 
sh shutdownApplicationsManager.sh -force 

2. Exit out of the command prompt and close all the files and folders opened in the Applications 
Manager Home directory. 

3. Execute the command ./uninstaller.bin from the <AppManager/_uninst> directory. 

 
End User Monitoring Agent Settings 
When you start the End User Monitoring agent, the EUM web client will be automatically launched. 
The web client can be accessed at http://localhost:<PORT> url where localhost is the system where 
the EUM agent is installed and PORT is the port number where the EUM agent is running. 
  
You can modify the EUM agent settings from the EUM agent web client by clicking the Edit button and 
updating the settings. These changes will take effect only when you restart the agent. 
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EUM Dashboard 
  
The performance metrics of all the end user monitoring (EUM) monitors configured in Applications 
Manager will be displayed in the End User Monitoring Overview dashboard under the 'EUM' tab. 

This dashboard provides you an overview of the performance of your monitors tracked using EUM 
agents along with their health status from different locations. The metrics shown include the total 
number of EUM monitors and their current status (Clear, Critical or Warning), the category to which 
the monitor belongs to, and their health status from the locations configured. 
  
A green dot indicates health status is ‘clear’ from that specific location, a red dot indicates ‘critical’ 
status while an orange dot indicates 'warning' health status. Click the dot icon to drill down into the 
monitor performance from that specific location. Click the reports icon in the EUM dashboard to view 
the 'At a Glance' report for the monitor. The 'At a Glance' report includes charts for availability, 
response time and outage report of the monitor from different locations. 
  
You can also view performance details based on the monitor type. For example, to view information 
about DNS monitors, click the DNS Monitor icon. 
  
EUM Agent Details 
Click the 'Locations' link present in the right top corner of the 'End User Monitoring Overview' 
dashboard to view details about the EUM agents being used to collect performance data. This screen 
shows the following agent configuration details: 
  

Parameter Description 

Name The name of the EUM agent 

IP Address The IP address of the EUM agent 

Port The port at which the agent is running 

Status Current status of the agent (whether the agent is up or down) 

Poll Interval 
The time interval in which the EUM agent contacts the Applications 
Manager server 

Agent Version The version of the EUM agent currently in use 

Last Updated at 
The time at which agent collected information from the Applications 
Manager server 
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APM Insight - An Overview 
 
APM Insight (previously J2EE Transaction Monitoring) gives you visibility into the way your 
applications behave for your end users. You get comprehensive end-to-end transaction awareness 
across your entire infrastructure, enabling you to isolate performance issues and resolve them quickly. 
Drill-down to the root cause of problems quickly and perform first-level troubleshooting.  
 
With so many different metrics being produced by the wide range of business applications, how can 
one normalize performance and assemble information into something meaningful to the end users? 
APM Insight offers visual representations of performance metrics of all components starting from 
URLs to SQL queries, Apdex scores to measure user satisfaction and transaction tracing. 
 
You can view the trace history of transactions to help identify and resolve performance degradation 
no matter where they originate. Further, to identify bottlenecks in performance, a trail of the Java 
method invocations can be viewed to identify the offending code. 
 
Browse through the following topics to understand the working of APM Insight: 
 

• How Does APM Insight Work? 
• Installing APM Insight Agent 
• APM Insight Configuration Options 
• APM Insight Dashboard 

o Web Transaction, Database Operations and Transaction Traces 
o Apdex Score 
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How does APM Insight work? 
 
APM Insight includes a remote monitoring agent to be deployed in your Application Server. This agent 
performs the tasks of data collection; acquisition and transmission.  
 
To configure APM Insight you must first download the APM Insight agent and deploy it in your 
Application Server. Once the agent is deployed, the agent residing in the Application Server uses byte 
code instrumentation to collect application performance metrics and sends it to the central 
Applications Manager server at fixed intervals. 
 
APM Insight gives you the following metrics for the applications that it is set to monitor: 
 

• APDEX Scores 
• Response Time 
• Throughput  

 
Based on the metrics received from the agent, the APM Insight server measures the performance of 
the application and generates performance charts. This information is assembled and presented in 
detail in the APM Insight dashboard. 
  
How to install APM Insight? 
 

• Download and install 
• Configure agent 

 
When the Application Server starts up, APM Insight Monitor will be added automatically in the 
Applications Manager. 
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Installing the APM Insight Agent 
 
APM Insight relies on the agent-based instrumentation technology for data aquisition and 
transmission.  
 

• Web Components supported: JSP, Servlets, EJB 
• Web Frameworks supported: Struts 
• ORM Frameworks supported: Hibernate, Spring, iBATIS 

 
This section covers the following topics on installing the APM Insight Java Agent: 
 

• Deploying APM Insight Java Agent in Apache Tomcat 
o Installing within a Service in a Windows Platform. 
o Using catalina.bat to start the Server in Windows Platform. 
o Using catalina.sh to start the Server in linux Platform.  

• Deploying APM Insight Java Agent in WebSphere 
• Deploying APM Insight Java Agent in JBoss 
• Deploying APM Insight Java Agent in WebLogic 
• Deploying APM Insight Java Agent in other servers  

 
Installing APM Insight Java Agent in Apache Tomcat: 
 
APM Insight can be installed in Apache Tomcat server using the following methods: 
 
Installing within a Service in a Windows Platform: 
 
You can deploy APM Insight within Apache Tomcat which is installed as a service in a Windows 
platform. 
 

• Download apminsight-javaagent.zip 
• Extract the zip to find apminsight-javaagent.jar and it's configuration file apminsight.conf 
• Move the two files to a new directory, say apminsight created inside tomcat_home 
• tomcat_home is the location where the Apache Tomcat Server is installed eg: 

c:/softwares/apache-tomcat/apminsight 
• Navigate to Configure Tomcat --> JAVA tab and add JavaAgent entry -

javaagent:D:\apminsight\apminsight-javaagent.jar in Java Options box as shown below. 
• The Apache Tomcat Properties Window can also be accessed by right clicking Tomcat Icon in 

system tray and selecting the Configure option. 
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• After adding the Java Agent entry, click on Apply. Then click OK. 
• Navigate to <tomcat_home>/apminsight directory to find apminsight.conf 
• Open the file with a text editor and enter a suitable Application Name for the key 

application.name eg: application.name=JpetStore. 
• Make APM Insight Java Agent to communicate with Applications Manager by entering valid 

Applications Manger host address & Port in apminsight.conf for the keys apm.host & apm.port 
respectively. eg: apm.host=myapmmachine .mydomain.com. apm.port=9090 

 
More configurable options of APM Insight Java Agent can be found here 
 
Using catalina.bat to start the Server in Windows Platform: 
 
You can install APM Insight using catalina.bat batch file to start the server in Windows Platform. 
 

• Download apminsight-javaagent.zip 
• Extract the zip to find apminsight-javaagent.jar and it's configuration file apminsight.conf 
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• Move the two files to a new directory say, apminsight created inside tomcat_home 
• tomcat_home is the location where the Apache Tomcat Server is installed eg: 

c:/softwares/apache-tomcat/apminsight 
• Open catalina.bat in <tomcat_home>/bin folder using a text editor 
• Add the following entry at the top of the file- SET JAVA_OPTS=%JAVA_OPTS% -

javaagent:<path-to- apminsight>/apminsight-javaagent.jar eg: SET 
JAVA_OPTS=%JAVA_OPTS% -javaagent:c:/softwares/apache- 
tomcat/apminsight/apminsight-javaagent.jar 

• Navigate to <tomcat_home>/apminsight directory to find apminsight.conf 
• Open the file with a text editor and enter a suitable Application Name for the key 

application.name eg: application.name=JpetStore 
• Make APM Insight Java Agent to communicate with Applications Manager by entering valid 

Applications Manger host address & port in apminsight.conf for the keys apm.host & apm.port 
respectively. eg: apm.host=myapmmachine .mydomain.com apm.port=9090 

 
More configurable options of APM Insight Java Agent can be found here 
 
Using catalina.sh to start the Server in Linux Platform: 
 
You can also install APM Insight using catalina.bat shell script file to start the server in Linux Platform. 
 

• Download apminsight-javaagent.zip 
• Extract the zip to find apminsight-javaagent.jar and it's configuration file apminsight.conf 
• Move the two files to a new directory say, apminsight created inside tomcat_home 
• tomcat_home is the location where the Apache Tomcat Server is installed eg: 

/home/local/softwares/apache-tomcat/apminsight 
• Open catalina.sh in <tomcat_home>/bin folder using a text editor 
• Add the following entry in top of the file. 
• SET JAVA_OPTS=%JAVA_OPTS% -javaagent:<path-to- apminsight>/apminsight-

javaagent.jar eg: SET JAVA_OPTS=%JAVA_OPTS% -
javaagent:/home/local/softwares/apache-tomcat/apminsight/apminsight- javaagent.jar 

• Navigate to <tomcat_home>/apminsight directory to find apminsight.conf 
• Open the file with a text editor and enter a suitable Application Name for the key 

application.name. eg: application.name=JpetStore 
• Make APM Insight Java Agent to communicate with Applications Manager by entering valid 

Applications Manger host address & Port in apminsight.conf for the keys apm.host & apm.port 
respectively. eg: apm.host=myapmmachine .mydomain.com apm.port=9090 

 
More configurable options of APM Insight Java Agent can be found here 
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Deploying APM Insight Java Agent in WebSphere  
 
APM Insight Java Agent can be deployed in Websphere through Admin Console as follows: 
 

• Download apminsight-javaagent.zip 
• Alternatively you can also find apminsight.zip in 

<applications_manager_home_directory>/working/resources 
• Extract the zip to find apminsight-javaagent.jar and it's configuration file apminsight.conf 
• Move the two files to a new directory say, apminsight created inside websphere_home 
• websphere_home is the location where the WebSphere Application Server is installed eg: 

c:/softwares/IBM/WebSphere/AppServer/apminsight 
• Login as admin in console 
• Expand Servers tree option in the left and click on Application Servers 
• Select the Server in which you are going to install the java agent 
• Under Server Infrastructure, expand JAVA and Process Management and click on Process 

Definition. 
 

 
 

• Under Additional Properties, Click on Java Virtual Machine 
• In Generic JVM arguments box add the following line, 

-javaagent:<path-to-websphere_home>/apminsight-javaagent.jar 
eg: -javaagent:c:/softwares/IBM/WebSphere/AppServer/apminsight/apminsight-javaagent.jar 
Note: The agent path is actually the Application Server's machine path. 

• If more statements are found in the box, use blank space as separator. 
• Click on Apply and then Save. 
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• Navigate to <websphere_home>/apminsight directory to find apminsight.conf 
• Open the file with a text editor and enter a suitable Application Name for the key 

application.name eg: application.name=JpetStore 
• Make APM Insight Java Agent to communicate with Applications Manager by entering valid 

Applications Manger host address & Port in apminsight.conf for the keys apm.host & apm.port 
respectively. eg: apm.host=myapmmachine .mydomain.com apm.port=9090  

 
More configurable options of APM Insight Java Agent can be found here 
 
Deploying APM Insight Java Agent in JBoss 
 

• Download apminsight-javaagent.zip 
• Extract the zip file to find apminsight-javaagent.jar and it's configuration file apminsight.conf 
• Move the two files to a new directory say, apminsight created inside jboss_home  
• jboss_home is the location where the JBoss Application Server is installed eg: 

c:/softwares/jboss/apminsight 
• Open the run.bat in <jboss_home>/bin folder using a text editor 
• Add the following entry in top of the file, 
• SET JAVA_OPTS=%JAVA_OPTS% -javaagent:<path-to-jboss_home>/apminsight-

javaagent.jar 
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• Navigate to <jboss_home>/apminsight directory to find apminsight.conf 
• Open the file with a text editor and enter a suitable Application Name  

for the key application.name eg: application.name=JpetStore 
• Make APM Insight Java Agent to communicate with Applications Manager by entering valid 

Applications Manger host address & Port in apminsight.conf for the keys apm.host & apm.port 
respectively.  eg: apm.host=myapmmachine .mydomain.com  apm.port=9090. 

 
More configurable options of APM Insight Java Agent can be found here 
 
Deploying APM Insight Java Agent in WebLogic 
 

• Download apminsight-javaagent.zip 
• Extract the zip to find apminsight-javaagent.jar and it's configuration file apminsight.conf 
• Move the two files to a new directory say, apminsight created inside weblogic_home ; 

weblogic_home being the location where the WebLogic Application Server is installed  eg: 
c:/softwares/bea/weblogic/server/apminsight 

• Open the startWLS.bat in <weblogic-home>/bin folder  
• Add the following entry in top of the file, 

SET JAVA_OPTIONS=%JAVA_OPTIONS% -javaagent:<path-to-
weblogic_home>/apminsight/apminsight-javaagent.jar 

• Navigate to <weblogic_home>/apminsight directory to find apminsight.conf 
• Open the file with a text editor and enter a suitable Application Name for the key 

application.name eg: application.name=JpetStore 
• Make APM Insight Java Agent to communicate with Applications Manager by entering valid 

Applications Manger host address & Port in apminsight.conf for the keys apm.host & apm.port 
respectively.  eg: apm.host=myapmmachine .mydomain.com apm.port=9090 

 
More configurable options of APM Insight Java Agent can be found here. 
 
Deploying APM Insight Java Agent in Other Servers 
 

• Download apminsight-javaagent.zip 
• Extract the zip to find apminsight-javaagent.jar and it's configuration file apminsight.conf 
• Move the two files to a new directory say, apminsight created inside 

Application_Server_Home ; Application_Server_Home being the location where your 
Application Server is installed. 

• Find your Application Server startup script and open it in a Text Editor. 
• Add the following entry in top of the file, 

SET JAVA_OPTS=%JAVA_OPTS% -javaagent:<path-to-
application_server_home>/apminsight/apminsight-javaagent.jar 
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• Navigate to <application_server_home>/apminsight directory to find apminsight.conf 
• Open the file with a text editor and enter a suitable Application Name for the key 

application.name eg: application.name=JpetStore 
• Make APM Insight Java Agent to communicate with Applications Manager by entering valid 

Applications Manger host address & Port in apminsight.conf for the keys apm.host & apm.port 
respectively. eg:apm.host=myapmmachine .mydomain.com apm.port=9090 

 
More configurable options of APM Insight Java Agent can be found here. 
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APM Insight Agent Configuration Options 
  
APM Insight Agent works based on the values configured in apminsight.conf file. Make sure that this 
file is present in the folder where you have deployed the apminsight-javaagent.jar. 
 
The following table explains all the configurations: 
  

Configuration Description Default 
Value 

* application.name Specify the desired Application's Name to 
show in Applications Manager.  
If there are multiple instances of your 
application and you would like to group them, 
then specify the same application name in all 
installed APM Insight Agent Configuration 
files. 
Example: myonlineshopping.com 

  

* apm.host Host Name where the Applications Manager 
is running. 
If an invalid/ unreachable host names is 
entered, the agent throws a 'Connection 
Refused' Exception and the agent will shut 
itself down. However the Application Server 
will be started. 
It accepts either the host name or an Ipv4 
address 
Example: mymachine.mydomain.com 

  

apm.protocol.https Specify true if the data to the Applications 
Manager should be sent through HTTPS 
Protocol. 
If false, data will be sent through HTTP 
Protocol 

Default 
value: 
false 

* apm.port Specify the HTTP Port of the Applications 
Manager. If apm.protocol.https is true, 
specify the HTTPS Port. 
If the service is not running in the specified 
port, the agent throws a 'Connection 
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Configuration Description Default 
Value 

Refused' Exception and the agent will shut 
itself down. However, the Application Server 
will be started. 
Example: 9090 

behind.proxy Specify weather the Agent installed 
Application Server is under a proxy network. 
If set True, Proxy credential information 
should be given in order to send the metric 
data from the agent to Applications Manager. 
If behind.proxy is set to true, specify values 
for the following keys: 
proxy.server.host: Host name of the proxy 
server 
proxy.server.port: Proxy server's port 
proxy.auth.username: User name of the 
proxy server 
proxy.auth.password: password for the proxy 
server 

Default 
value: 
false 

* agent.server.port Specify the HTTP listening port of the 
Application Server. 
It will be useful to distinguish Instances when 
more than one Application Server runs in 
same host. 
Example: 8080 

  

apdex.threshold Application Performance Index (simply called 
Apdex) is measurement of an Application's 
Performance ranging from 0 to 1. 
Detailed information about Apdex can be 
found at www.apdex.org 
If any transaction response time scores 
values below the apdex.threshold value, the 
transaction is labeled as Satisfied. 
If any transaction response time scores 
above four times the apdex.threshold, the 
transaction is labeled as Frustrated. 

Default 
value: 
0.5 
(Second) 
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Configuration Description Default 
Value 

If it is exactly equal to apdex.threshold or in 
between satisfied and frustrated threshold 
value it is labeled as Tolerating. 

sql.capture.enabled Enabling this option will listen to all SQL 
Queries which gets executed. 
 
If this option is disabled, no Database Metrics 
will be collected.  
 

Default 
value: 
true 

transaction.trace.enabled Enabling this option will construct Trace for 
Slow Transactions.  
You can view the traces collected in 
Applications Manger APM Insight Page by 
selecting Traces tab. 

Default 
value: 
true 

transaction.trace.threshold Trace of any transaction whose response 
time scoring above the specified threshold 
value will be collected, provided if 
transaction.trace.enabled is set to true. 
The trace can be used to analyze, 
troubleshoot the transaction working.  

Default 
value: 1 
(Second) 

transaction.trace.sql.parametrize Enabling this option will parametrize all SQL 
Queries in Slow Transaction Traces. (if 
sql.capture.enabled set to true & 
transaction.trace.enabled set to true) 
Disabling this option will give you the real 
query (with parameters). 
It is recommended to enable this option if 
there are queries getting executed using 
confidential parameters like credit card 
number, passwords, etc. 

Default 
value: 
true 

transaction.trace.sql.stacktrace.threshold Enabling this option will collect the stacktrace 
whenever any sql query executed above this 
threshold time value. 

Default 
value: 3 
(Second) 
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Configuration Description Default 
Value 

include.packages APM Insight does not instrument all the 
classes loaded. APM Insight itself has a 
predefined list and only those classes will be 
instrumented.  
If you need to instrument any of the other 
classes, you can achieve this by specifying 
the package name of the class. 
Use Comma to separate multiple entries 
For eg., 
include.packages=com/test/customimpl/.* will 
include all the packages & classes that start 
with com.test.customimpl 

  

transaction.tracking.request.interval A kind of sampling. If said 20, apminsight will 
only track request after every 20 requests of 
same kind. i.e it will track 1st, 21st, 41st.. 
request of its kind.  
 
The request count maintained will be reset 
after every one minute. 

Default 
value: 1 
(request)  

apminsight.log.dir Directory path where the APM Insight log 
should be stored. 
Use backslash(\) as path separator 
example: D:\Tomcat6.0\apminsight 
Defaults to the directory where APM Insight 
agent jar is installed if commented or 
mentioned incorrectly or unable to create the 
configured directory. 

  

apminsight.log.level The log level at which the APM Insight agent 
should record information.  
Supported levels are SEVERE,WARNING, 
INFO and FINE. 

Default 
value: 
INFO 
(level) 

 
APM Insight will use its default factory value if any invalid value specified for an option. 
Other than options listed below, all the other options can be changed at run time. 
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• application.name 
• apm.host 
• agent.server.port 
• apminsight.log.dir 
• apminsight.log.level 

  
Note: 
Options marked with a * are mandatory. If any of the mandatory files are not provided, the Agent 
cannot be initialized / started. However the Application Server (where the Agent is deployed) will start 
normally. 
 
For more detailed information about APDEX threshold go to : www.apdex.org 
 



 ManageEngine Applications Manager – Help Documentation 
 

601 
 

Zoho Corporation 
 

APM Insight Dashboard  
 
The performance of complex, distributed applications can be efficiently monitored only when data is 
presented in a simple and impactful manner. APM Insight's customized dashboards help you 
understand your applications at a single glance!  
 
The performance metrics of the applications being monitored in APM Insight is displayed under the 
‘APM Insight’ tab. These metrics include mainly: 

• Application Performance Index (APDEX)  
• Response Time, and  
• Throughput  

 
The `Show By’ option in the dashboard on the APM Insight page gives you two different views to 
summarize these metrics: 

• Application Level view  
• Instance Level view 

 
The Application Level view displays combined results of all the instances running in a particular 
application. 
 
The drop down list in the top right-hand corner of the page gives you the option to view the details 
from the Last 1 Hour to the Last 1 Day. 
  
To view detailed performance metrics, click the corresponding listed Instance. The metrics are 
categorized into three different tabs for better understanding: 

• Web Transaction & Apdex scores. 
• Database Operations 
• Transaction Traces 

 
To view Reports on the metrics for the APM Insight monitor click on Reports from the main tab and 
then select Trend Analysis Report from the list at the left. 
 
The following report types are displayed: 
 

• At a glance Report 
• Downtime History 
• Summary Report of Monitor 
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Web Transaction 
  
The Web Transaction page will give you details pertaining to the action that consumes longer time, 
frequently accessed actions, tier-wise breakdown of transaction response time (Example: JVM, 
Database, and much more) from the application level down to the individual transaction level. 
 
The transactions can be sorted out on the basis of Most Time Consuming , Throughput, Lowest 
Apdex and Slowest Average Response. 
  
Transaction Trace 
 
The Transaction tracing feature will provide you with insight into individual transactions. Transaction 

Traces are snapshots of transactions to help you identify performance bottlenecks by drilling down the 
transactions to pinpoint the cause of trouble.  
 
Based on your configuration in apminsight.conf, the SQL Statements executed within the transaction 
and its stack trace are collected and displayed in tree view. 
  
In the trace page transactions are assembled with various parameters like: 

• Transaction Start Time  
• Transaction Response Time  
• Transaction Average Response Time 

  
Database operations 
 
With APM Insight you can get detailed performance metrics to identify the slow database calls, 
database usage and overall performance of the database furnished with detailed graphical and 
tabular representations.  
 
By clicking on individual database operation, you get a list of web transactions that were performed by 
this particular table, thereby helping you to narrow down and isolate the root cause of performance 
slowdown.  
 
In the Database page you can view all the database operations and represent them as charts based 

on: 
• Overall Database Response Time and Throughput  
• Database Response Time by Operation  
• Database Throughput by Operation  
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Database operations can be sorted on the basis of: 
• Slowest average response time. 
• Throughput 
• Most time-comsuming 

 
Note: 
 
You can switch between the graphical or tabular representation of the webtransaction and database 
operations page using the Graph View and Table View buttons at the right-hand corner of the page. 
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Apdex Score 
  
Apdex (Application Performance Index) is an open standard to measure the user satisfaction 
regarding a web application. It is a metric that provides a single score ranging between 0-1 (0 = no 
users satisfied, 1 = all users satisfied), giving business application owners an insight into the measure 
of their customer happiness and satisfaction levels. 
  
Easy to calculate and interpret, the data collected over a period of time are converted into a simple 
index based on the application responsiveness. Application responsiveness is categorized into three 
zone based on the Apdex score: 

1. Satisfied: This represents the time value (T seconds) below which users are not impeded by 
application response time. Depicts the user is fully productive.  

2. Tolerating: This represents response time greater than T (precisely, T to 4T), where the user 
notices performance lagging but continues the process, which depicts the response is 
tolerated by the user.  

3. Frustrated: This represents response time F, greater than 4T which is unacceptable, and 
users may abandon the process, which depicts the user is frustrated. 

The value T can be defined by the application owners 
  
The Apdex Score is calculated using the following formula: 
 
  

                    Satisfied Count + Tolerating Count 
 Apdex =                                              2                 

            Total Samples 
 
The score of 1 show all the users are satisfied with the application performance, whereas a score of 0 
show no users are satisfied. Score of 0.5 shows all the users are tolerating the application 
performance. As the application responsiveness vary, the score ranges from 0-1. 
  
Apdex Score, as a whole, is critical to measure the service levels and customer satisfaction which in 
turn measures the business growth. Moreover, these values are easy to decipher; unlike the 
traditional values of average response time and throughput, that does not accurately interpret a 
particular transaction that is performing slow and affect user satisfaction. 



 ManageEngine Applications Manager – Help Documentation 
 

605 
 

Zoho Corporation 
 

 

Enterprise Edition 
  
ManageEngine Applications Manager Enterprise Edition allows you to monitor more number of 
servers and applications in a distributed setup. You can configure independent Applications 
Manager installations to monitor resources and then collectively view the data from all these 
independent Applications Manager installations ("Managed Server") from a single installation 
("Admin Server"). 
  
Installation & Setup 

• During installation, you will be provided with options of selecting the type of installation as 
Free/Professional/Enterprise Edition 

• On choosing Enterprise Edition, you would be asked to choose whether you want the 
installation to be that of Admin Server or Managed Server 

• In Enterprise Setup, you must first configure the Admin Server and then configure the 
Managed Server 

• Admin Server: Enter the WebServer and SSL port and continue with installation. 
• Managed Server: Enter the Admin server Host Name, SSL Port (8443 bydefault) and 

WebServer port. Select the Proxy Settings needed to contact the Admin Server if needed 
(This is a separate step in Linux but not so in Windows Installation) 

 
  
Enterprise Edition Overview 

  
As a first step, Admin Server has to be started. When a Managed Server starts, it contacts the Admin 
Server for registering itself (based on the Admin Host/ SSL Port provided during installation). The 
Admin Server assigns a unique ID to this Managed Server called the "Server ID". Each managed 
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Server is identified by its Server ID. Every 5 minutes, the Admin Server contacts the Managed 
Servers that are registered to it and fetches the required data from each of the Managed Servers. You 
can view all the data from the Managed Servers in the Admin Server console itself. 
  
Converting the Professional Edition to Enterprise Edition 

  
If you are using Applications Manager as a standalone server (Professional) and want to convert it 
into a distributed setup (Enterprise Edition) without losing the Configuration Information, you will have 
to do the following steps : 

• Do a fresh installation of Admin server of Applications Manager and start the same. 
• Now, in the existing standalone Application Manager 's, Click on link Convert standalone 

server into Managed Server under the 'Admin tab - Global Settings''. (You can convert only 
one standalone server to Managed server. You can add more Managed Servers through 
fresh installations.) 

• You will have a popup requesting details of the Admin Server Host and Admin Server SSL 
port. Provide the details to complete the conversion from Standalone server to Managed 
Server. 

• You can verify from the Support Tab if the type of Server is Managed Server. 
Note: It is possible to convert a Standalone installation to a Managed Server only if there are no other 

Managed Servers already added to the Admin server i.e., only if you are just installing a new Admin 
Server. If you already have a Enterprise Setup (Admin Server/Managed Server), you cannot convert a 
Standalone Server to be a part of the setup. It is not possible to change from Admin server type to a 
Standalone setup or vice versa without reinstalling the product. 
  
Warnings: It is not possible to revert from Managed server back to Standalone setup although it will 

still be functioning without any problems 
  
Know more about the functioning of Admin Servers and Managed Servers. 
  
Note: Visit Enterprise Edition FAQ for details on when to, how to set up Enterprise Edition 
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Enterprise Edition - Admin Server 
  
Enterprise Edition Admin Server is the master server through which you will be able to view 
consolidated data of all the Managed Servers. 
 
Installation 
During installation, you need to select the Edition option as 'Enterprise Edition'. Next select the 
installation type as 'Admin Server'. Then, you need to enter the HostName, WebServer port, SSL port 
of the Admin Server. Kindly carry on with the rest of the installation process. 
 
Managed Server Configuration 
The Managed Server automatically gets registered with the Admin Server when it starts up. In case 
you want to edit the configuration, go to Admin tab. Click on Managed Servers link. This will take you 
to the Managed Server page from where you can configure the Managed Servers. Alternatively, this 
can be done by clicking on the Managed Servers link just below the main tabs. 
 
Steps to Add a Managed Server 

• Click on the Add New link, it opens up the Add New Managed Server form 
• Enter the Host Name of the Managed Server 
• Enter the Web Server Port number, the port at which the web client is to be connected 
• Enter the SSL port number, the port at which secure communication is to be made between 

the Admin and Managed Server. 
• Enter the Server ID, the ID present under Installation Information table under Support Tab of 

the Managed Server 
• Enter the Admin Password for the Managed Server.(Note: This password should be same 

as that of Admin role password of that managed server. If user changes that password in the 
Managed server, then the user has to manually update the same in admin server) 

• Click on Add Managed Server and the Managed Server gets added. It is displayed under 
Managed Servers link along with the details of the number of monitors, status, load factor, 
etc., 

Note: In order to find if a particular Applications Manager installation is heavily loaded you can use 
the Load Factor, which is provided in the 'Support' tab under the 'Applications Manager Installation 
Information' category. The load factor follows the format x.y, where 'x' represents load on 

Applications Manager Server, while 'y' represents the load on the Database used by Applications 
Manager. A value of zero represents least loaded, while a value of nine represents most loaded. 
Hence Load Factor can take values from 0.0 to 9.9 (heavily loaded). The Load Factor of each of the 
Managed Servers is also displayed in the Admin server under the "Managed Servers" option and you 
can use the same to distribute load evenly among the Managed Servers. 
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Creating Monitor Groups in Admin Server 
Various monitors in Managed Servers can be grouped and a consolidated view can be obtained in 
Admin Server. For eg., consider a set up that has three Managed Servers and one Admin Server. 
Each Managed Server has 200 monitors which includes 10 windows servers. If you want to monitor 
the windows servers in all the three managed servers as a group, then you can create a new Monitor 
Group in the admin server. 
 
You can create Monitor Groups by following the steps in Create Monitor Group help document. Once 
you have created the Monitor Group, the next step would be to associate the required monitors from 
Managed Servers to the Monitor Group in the Admin Server. After the setup is done, you can 
configure the alarms for the Monitor Group. Currently, only EMail and SMS alarm actions are 
supported. 
 
Actions 
Fetch Data: There is an option to fetch the data from the managed servers at the given instant, 
instead of waiting for the poll to happen. 
 
Edit: You can edit the managed server details using this option. 
 
Enable/Disable: You can enable/disable data collection in the Managed Server. Note that when you 

disable, data collection will still take place, you only stop syncing with the managed server. 
 
Admin Email Settings: An EMail can be configured to be sent once a Managed Server goes down 

and also once every 24 hrs till the Managed Server is up again. The EMail setting is available in the 
Admin EMail Settings" option under the "Admin" tab. The option to enable/disable this EMail, is 
available in the "Edit" option of the respective Managed Server. 
  
Proxy Managed Server request through Admin Server: When you login to the Admin console, 
Graphs and images displayed for a monitor are retrieved directly from the corresponding Managed 
Server itself and are displayed in the Admin console. These graphs/images cannot be retrieved, if the 
Admin Server is accessible from a particular machine/over the Internet and the Managed Server is not 
accessible. 
  
In this case, select the "Proxy Managed Server request through Admin Server" request option. This 
will result in the images/graphs being fetched to the Admin Server from the Managed Server first and 
then the image from the Admin Server is viewable in the Web Browser. 

E.g., Admin Server is running as part of IDC and accessible via the Internet (From a machine say 
"ClientMachine") but the Managed Servers are not accessible (from "ClientMachine") this option 
should be enabled. 
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User Administration: In the Enterprise setup, the User Administration module functions 

independently in the Admin Server and Managed Server. Hence, a user-based view assigned in the 
Managed Server will not reflect in the Admin Server and vice-versa. Since, you will be viewing the 
data collectively from the Admin Server, you need to assign owners to the various Monitor Groups of 
the Managed Server in the Admin Server. Of course, if it is assigned in the Managed Server it will 
function independently. Also, in the Manager Console (SLA Management console), you can assign 
SLAs and associate actions to be invoked for SLA violation to the Monitor Groups in the Admin 
Server. 
  
Managed Server Access 
  
Click on the Jump To link in the Admin Server just above the toolbar, which brings down a list of the 
Managed Servers. Clicking on any of the Managed Server names in the list will take you to the web 
console of the respective Managed Server in a separate browser Window. 
  

Note: ENTERPRISEADMIN role is used for logging into the Managed Server from Admin Server for 
data synchronising. The username for this role is systemadmin_enterprise and the password is the 
regular ADMIN role password. This role is not exposed in the UI, it will be used internally. 

 
Important: Visit Enterprise Edition FAQ for details on when and how to set up the Enterprise Edition. 
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Enterprise Edition - Managed Server 
  
Enterprise Edition allows you to configure independent Applications Manager installations to monitor 
various resources and then collectively view the data from all these independent Applications 
Manager installations known as Managed Servers, from a single master server known as Admin 
Server. 
  
During installation, you need to select 'Enterprise Edition'. Next select the installation type as 
'Managed Server'. Consequently, you need to enter the HostName, SSL & webserver port of the 
Admin Server, to which the Managed Server is going to be connected. Managed Server's function is 

similar to that of a standalone Applications Manager, with the user configuring the various monitors, 
thresholds and alarms. HTTPS mode of communication is used for the communication with the Admin 
Server. 

Using the Jump To link in the Admin Server (just above the toolbar) you can view the Managed Server 

web console. 

To change a Professional Edition to Managed Server, go to Global Settings, select 'Convert 
standalone server into Managed Server'.  
 
Note: This option is available only if you have installed the full build and not for upgrades through 
PPM. 
 
Note: Visit Enterprise Edition FAQ for details on when to, how to set up Enterprise Edition. 
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Enterprise Edition - Failover Support 
  
There are two methods of implementing failover support in ManageEngine Applications Manager: 

1. Single Database - Dual AppServer Architecture 
2. Dual Database - Dual AppServer Architecture 

 
Single Database - Dual AppServer Architecture 
This setup involves a primary Applications Manager, a secondary Applications Manager and a 
common database. The primary and secondary Applications Manager refer to the common database 
only. While the primary Applications Manager talks with the database, the secondary Applications 
Manager simply listens to the database. If the primary server goes down, the secondary server takes 
over. Afterwards, the initial primary server is restarted and it starts functioning as a secondary server. 
 
Failover Setup Details 
Let us assume we are going to set up three nodes - node1, node2 and node3. 
Applications Manager: node1, node2 
MySQL Database: node3 
 
Configuring the MySQL Server in node 3: 
 

• Install MySQL database Server version 4.0.13 in node3 and start the MySQL Server. 

• Otherwise, take the MySQL bundled in Applications Manager itself. For this, 
o Go to C:\Program Files\ManageEngine\AppManager10\working directory. 

Take the zip of the contents in mysql folder. 
zip -r mysql.zip mysql\* 

o Go to C:\Program Files\ManageEngine\AppManager10\working\bin folder and add 
the startMySQL.bat and stopMySQL.bat in the mysql.zip. 
zip startMySQL.bat stopMySQL.bat mysql.zip 

o Take this zip and extract the contents in a folder in node3. 
o Execute the startMySQL.bat file 

 
This will start the MySQL Database Server. 
By default, this MySQL is configured in such a way that it accepts connections for the machine in 
which the Applications Manager is installed. Hence, you need to add entries for the hosts node1 and 
node2 to access this database. 

Please refer the below link for configuring permissions. 
http://manageengine.com/products/applications_manager/troubleshoot.html#m20 
For stopping the MySQL database, you can use the stopMySQL.bat. 
[Open this file and change the line "set MYSQL_HOME=..\mysql" to "set MYSQL_HOME=.\mysql"] 
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Installing Applications Manager in node1 and node 2 

After installing Applications Manager in node1 and node2, do the following configurations 
 
For Windows: 

By default AppManager10 - C:\Program Files\ManageEngine\AppManager10\ 
• AppManager10\conf\AMServer.properties - Change am.mysql.port to the MySQL port number 

( eg: am.mysql.port=3306 ) 
• AppManager10\conf\AMServer.properties - Change am.mysqlport.check to false ( eg: 

am.mysqlport.check=false ) 
• AppManager10\working\conf\database_params.conf - Change 

jdbc:mysql://localhost:13326/AMDB to jdbc:mysql://node3:mysqlport/databasename 

(eg: jdbc:mysql://localhost:3306/MADB ) 
• AppManager10\working\conf\database_params.conf - Change username & password fields 

as required 
• AppManager10\working\bin\startMySQL.bat - Comment the line starting with mysqld-nt ( eg: 

rem mysqld-nt .. ) 
• AppManager10\working\bin\stopMySQL.bat - Comment the line starting with mysqladmin ( 

eg: rem mysqladmin .. ) 
 
For Linux: 
  
By default AppManager10 - /opt/ManageEngine/AppManager10 

• AppManager10/conf/AMServer.properties - Change am.mysql.port to the MySQL port number 

( eg: am.mysql.port=3306 ) 
• AppManager10/conf/AMServer.properties - Change am.mysqlport.check to false ( eg: 

am.mysqlport.check=false ) 
• AppManager10/working/conf/database_params.conf - Change 

jdbc:mysql://localhost:13326/AMDB to jdbc:mysql://node:mysqlport/databasename 
(eg: jdbc:mysql://localhost:3306/MADB ) 

• AppManager10/working/conf/database_params.conf - Change username & password fields 
as required 

• AppManager10/startApplicationsManager.sh - Comment the 3 lines if [ $? != 51 ]; then , . 
$NMS_HOME/bin/stopMySQL.sh and fi using # in that file. 

 
Sample Files: 
  
AMServer.properties 
am.mysql.port=3306 
am.mysqlport.check=false 
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database_params.conf 
url jdbc:mysql://appmanager:3306/APPMANAGERDB AppModules TopoDB-MapDB-EventDB-
AlertDB-PollDB-PolicyDB-USERSTORAGEDB-ApplnDB 
 
username admin AppModules TopoDB-MapDB-EventDB-AlertDB-PollDB-PolicyDB-

USERSTORAGEDB-ApplnDB 
 
# password appmanager AppModules TopoDB-MapDB-EventDB-AlertDB-PollDB-PolicyDB-
USERSTORAGEDB-ApplnDB 
  
Note: If your MySQL does not require a password to connect, the password line in 
<database_params.conf > should be commented as shown in the above example using the #. 
Otherwise instead of commenting the password line in the <database_params.conf> file, just replace 

the string appmanager with the password of the your mysql. 
  
startMySQL.bat ( for windows ) 
 
rem mysqld-nt --defaults-file=%MYSQL_HOME%\my.ini -u root -b .. --standalone -- 
port=13326 
 
stopMySQL.bat ( for windows ) 
 
rem mysqladmin -pappmanager -u root --port=13326 shutdown 

startApplicationsManager.sh ( for Linux ) 
 
# if [ $? != 51 ]; then 
 
# . $NMS_HOME/bin/stopMySQL.sh 
 
# fi 

 
Starting the Failover Setup 

• Make sure MySQL Server is started in node3 and check whether the mysql.port given in the 
AMServer.properties in Applications Manager match. 

• First start Applications Manager in node1. This will get started and you can login to the 
console. 

• Next start the Applications Manager in node2. This will not get started completely, unless the 
Applications Manager in node1 goes down. When node1Applications Manager goes down, 
node 2 Applications Manager will get started along with polling, reporting etc. 
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Managed Server Failover Setup 
  
The general setup of Admin Server will work in the above flow. With regards to Managed Server, you 

need to configure the multiple managed servers as against the single Admin Server. 

Steps 

• Need to start Primary Managed Server. This will register with Admin Server. 
• Before starting the Secondary Managed Server, go to Admin Server and click Edit Managed 

Server (for which you are going to add failover support) and click failover details link. Here 
you need to give Secondary Managed Server details like (Host Name, Web Server port, SSL 
Port). 

• Now you can start Secondary Managed Server. 
 
Dual Database - Dual AppServer Architecture 
For setting up failover support using replication, please refer this link. 
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Anomaly Detection 
  
Anomaly detection helps you know if there is gradual performance degradation by defining Anomaly 
Profiles on performance metrics.  By creating Anomaly profiles, you can define rules wherein the 
current data is compared with previously reported best data.  
 
For eg., if the load on the server increases over a period of time, response time will gradually be 
affected. By using Anomaly detection, you would be able to detect this performance problem.  
 
How does Anomaly Detection Work? 
 
Anomaly profiles can be created based on: 
 

• Baseline Values 
• Custom Expressions 

 
Anomaly Dashboard: This dashboard facilitates viewing through all the performance metrics and 
helps in easy troubleshooting.  
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Baseline Values: 
 
Anomaly happens when the current set of values don't conform to the baseline range values. Current 
Attribute values are compared against the reported data in a particular week [baseline week]. 
 

• Define baseline - Baseline week can be calculated based on 
 

o Fixed Value: The week where the system has performed very well [there has been 
less number of alarms] will be chosen as reference/ baseline data range. After 
choosing the week for baseline comparison, then each day's value will be compared 
with the corresponding day of the baseline week. For eg. If you choose week 1 of 
August as baseline week, then every Monday's data will be compared with August 
week1's Monday values. Another usecase can be for festive time load. Anomaly 
profiles can be created for Christmas Holiday weekend and the performance metrics 
can be compared to know how effectively the system has performed. 

o Moving Value: Instead of fixing a baseline week, Previous week's reported data can 
be selected for comparison. Here, the baseline value will be changing according to 
the previous week's data. 

 
• Specify the anomaly criteria - Set the upper limit and lower limit range to compare the current 

data with the baseline values. 
 

Baseline data range will be formed based on the upper limit and lower limit values .These 
values can be used as % or as hard coded values. Eg, if the baseline value is 70 and if you 
had provided 10% as criteria for both upper and lower limits then the base line range will be 
between 64 to 77. Likewise if you had provided the criteria as 10 then the range will be 
between 60 to 80. 

 
• Working - After comparing with the baseline data, if the current hour value does not come 

between the upper limit and lower limit configured, then alarms will be generated. 
 

o Lets set Aug 1st week of 2009 as the baseline data range. 
o Anomaly range is defined as 10% upper limit and 10% lower limit. 
o  The deviation is calculated based on hourly values. So at 11 A.M, Tuesday of the 

Second Week, the Memory Utilization value will be compared with the values present 
at 11 AM, Tuesday of the Ist week. If the value deviates from the upper limit or lower 
limit, then an alarm will be generated. 

o After creating Anomaly profile, you have to associate the anomaly profile to the 
concerned attributes. 
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To create Anomaly Profile based on baseline values: 
 

• Click on Anomaly Profile link. Click on New Profile 
• In the Anomaly profile page, Give the Name for the new Anomaly profile you want to create. 
• For baseline calculation, select the Baseline data range: You can choose between fixed 

baseline value [the appropriate week] or moving baseline value which is based on previous 
week's data. 

• Define the allowed deviation from baseline. Alarms can be generated either based on 
percentage of upper limit, lower limit value or straightaway on hard coded comparison values. 
The generated Alarm will be cleared if the value falls in the baseline range [that is checked 
every hour]. Alarm can be critical or warning. 

• Select the comparison method. 
o  The recommended method would be to Compare last hour value directly with 

baseline value. Here, While comparing, hourly value will be taken into consideration 
and compared with the baseline value directly.For eg: Say if current time is 10:00 AM 
, Monday and if baseline date range is week 2. Then week 2 , Monday 10:00 AM 
value will be taken for comparison and  upper and lower limits will be applied as per 
the user configuration. 

o The other method would be to Compare values based on the corresponding 
difference with the previous hour. While comparing,  the corresponding difference in 
hourly values would be taken into consideration. 
For eg: If current time is 10:00 AM, we will take the difference between the values at 
10:00 AM and 9:00 AM for comparison. A similar approach will be used for getting the 
baseline values. 

• Finally click 'Create Anomaly profile'. 
 
Custom Expressions 
Anomaly is detected when current data doesn't conform to the user defined rules [based on system 
variables]. For eg., you can create a rule like Anomaly is to be detected when the current Last Hour 
Average Value is greater than twice the Six Hours Moving Average Value. Critical and Warning 
alarms can be set accordingly. 
 
The system variables that can be used for forming custom expressions are 
 

Expressions Meaning 

$10D_MVA Ten Days Moving Average 

$LastHourValue Last Hour Average 

$6H_MVA Six Hours Moving Average 

$30D_MVA Thirty Days Moving Average 

$10H_MVA Ten Hours Moving Average 

$7D_MVA Seven Days Moving Average 
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To Create Anomaly Profile based on Custom Expressions: 
 

• After choosing to create anomaly profile based on Custom Expressions, enter the profile 
name for the new anomaly profile. 

• Critical Alarm : Create an expression like $LastHourValue > 10*$7D_MVA+(5+$30D_MVA). 
Then select the critical alarm from dropdown 

• Warning Alarm : Create an expression like $LastHourValue <= 
25*$6H_MVA+(5+$10D_MVA). Then select the warning alarm from dropdown 

• Save the Anomaly Profile. 
 
To Associate Anomaly Profile: 
 

• Go to the respective monitor details page. Choose the attributes for which you want to 
configure alarms. Click on Configure Alarms link. 

• Threshold Details and Anomaly Details will be listed. Click on Anomaly Details tab. 
• From the drop down box, Choose the appropriate attributes and associate them to the 

corresponding anomaly profiles. 
• Save the alarm configuration 

 

Note: A particular monitor's health will be made critical and EMail notification will be sent only if the 

user had associated EMail action to the health of the dependant attribute 

 
Anomaly Dashboard 
 
This dashboard facilitates viewing through all the performance metrics. It helps the user to intuitively 
scan through the hundreds of performance metrics with ease. 
 

• If the health of any attribute / Monitor Group / Monitor has turned critical or if the availability is 
down, click on the icon for seeing the root cause analysis. 

• Click on Use Anomaly Dashboard for troubleshooting to access the Anomaly Dashboard. You 
can access Anomaly Dashboard from Alarms tab too. In Alarms tab, all alarms whose health 
have turned critical are listed. Click on alarm message, it goes to Alarm Details page. In 
Alarm history table, you can find the Anomaly Dashboard icon 

• In Anomaly Dashboard, You can choose to list only critical monitors or all monitors. Note: 
Critical state is based on the Anomaly profile associated to the attribute of the monitor. 

• Base Metrics shows response time details and all other metrics by using current time but you 
can customize it using the change link. You can change the attribute and time. Note: The 
chosen time is used in all other calculation such as last hour value, 12 hour average etc.\ 

• Graphs: Last polled is last hour value. 12 hour is last 12 hour average values in graphical 
format [ SparkSeries]. 7day segmented hour is shown as bar graph [Sparkline]. You can click 
through the columns to view the detailed reports. 
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• After associating anomaly profile to an attribute of a monitor, if the profile rule is violated, the 
monitor becomes critical and background of 12 hour graph will be red in color. By clicking on 
the column, you can see the detailed report like when anomaly value was reached, etc. 

 
See Also 
Associating Threshold and Action with Attributes 
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SLA Management Console For Managers 
  
SLA Management Console would essentially help the Manager to have an integrated high-level view 
of the Business Infrastructure. Here, monitor groups form Business Application units. The manager 
can create service level agreements (SLAs), the violation of which can be escalated by Email. By 
default, if the Manager is not explicitly associated to a Monitor Group, the Manager will be able to 
access all the Monitor Groups in the Manager Console. If the Manager is associated to a certain 
Monitor Groups, only those Monitor Groups will be shown in Manager Console - More 
  
SLA Management Console gives the overall status of the various Business Applications that are 
associated with the system. You can view the availability statistics graph of the Business Applications 
for various time periods like 'Today', 'Yesterday', 'Last Week', 'This month', etc., 
 
The Service Level Agreement (SLA) statistics table lists all the Business Applications & their SLAs 
and indicates whether the SLAs have been met or not. You can view the Availability % (clicking on 

the availability value will help you view the overall availability report of the Monitor Group and also the 
availability reports of the individual Monitors in the Monitor Group), Mean Time To Repair (MTTR), 
MTBF (Mean Time Between Failures). 
 
Mean Time To Repair (MTTR): 
The average time to repair a device or a system back to acceptable operating conditions. The term 
can also mean, the time spent to restore a machine to operating condition after failure. This must be 
as low as possible. 
Mean Time Between Failures (MTBF): 
The average time that a device or a system worked without failure. The term can also mean the length 
of time a user may reasonably expect a device or system to work before an incapacitating fault 
occurs. This must be as high as possible. 
  
Server SLA: 
  
Upon clicking the Server SLA tab, you can view the SLA details for all the servers associated. Server 
Availability statistics is shown as a pie chart. By default, the least availability statistics for 'Today' is 
shown. A maximum of availability details of 12 servers would be shown as pie chart. You have an 
option to view the availability statistics for other time periods like 'Yesterday', 'Last Week', 'Last 
month', etc., 
 
The server availability statistics - uptime % table, clearly lists down all the Servers associated with the 
different types of SLAs and it indicates whether the Servers have met the SLAs or not. If there is a 
SLA violation, the corresponding statistics is highlighted in red. 
The other details that can be viewed are Total Downtime, Availability %, MTBR, MTBF along with the 
trouble tickets associated with it. You can view the Server availability report for the past seven days 
by clicking on the 7 Icon. 
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Events: 
  
Upon clicking the Events tab, you can view the SLA details for all the Events associated. Events 
Volume statistics is shown as a bar graph. By default, the volume statistics for 'Today' is shown. A 
maximum of Events volume details of 12 business applications would be shown as bar graph. You 
have an option to view the Events volume statistics for other time periods like 'Yesterday', 'Last 
Week', 'Last month', etc., 
 
The Events Volume table, clearly lists down all the Business Applications associated with the different 
types of SLAs and it indicates whether events volume has met the SLAs or not. If there is a SLA 
violation, the corresponding statistics is highlighted in red. 
Across the various time periods, you can compare the trends in the volume of Events 
  
Creation of New Service Level Agreements: 

• Click on the New SLA link 

• Enter the SLA Name 

• Enter the SLA Description 

• Choose whether to use the SLA for Business Application or for Server 

• Then you go on to define the SLA Rules 

• The Service Level Objectives provided are Availability and Events 

• To meet the SLA, Availability can be set as equal to, greater than, or greater than equal to a 
percentage value. By default it is 99.9 % 

• To meet the SLA, the Events Volume can be set as less than, equal to or less than equal to a 
particular number of Events per month. 

• The next step is to associate the SLA to the Business Applications or the servers as per 
the initial choice. From the available list, Select the Business Applications / Servers that you 
want to monitor using the SLAs. 

• You have an option to escalate SLA violation through Email. Enter the From address, to 

address, subject, and message of the escalation Email. The mail will be sent to the 
recipient(s) with the root cause message of the SLA violation. 

• Click on 'save' to create a new SLA. 



 ManageEngine Applications Manager – Help Documentation 
 

622 
 

Zoho Corporation 
 

Technical Support & Product Information 
 
Clicking 'Support' tab in the web client provides you the following information. 

• Applications Manager Support 
• User Forum Discussions 
• Applications Manager Team Blog 
• Testimonials 
• Product Information 
• Applications Manager Installation Information 
• JVM Memory Information 
• Database Connection Time 
• Database Request Statistics 
• System CPU Utilization 
• System Response Time 

 
Applications Manager Support 
 
Request Technical Support 
Clicking this link takes you to an online support form. Describe the problem, specify your name, e-mail 
ID, telephone number, and additional information if any and click Submit.  
 
Alternatively, you can simply send an e-mail to appmanager-support@manageengine.com. 
 
Support Information File 
 
For the Applications Manager Technical Center to resolve problems quickly, you need to send the log 
files that are being generated. To do so, click Support Information File link. The log files are zipped 
in a file and placed under <Applications Manager Home>/support directory. File creation takes some 

time based on the log file size. 
 
To create Support Information File via command prompt, execute the following command: 
 
<C:\ProgramFiles\ManageEngine\AppManager10\bin>createSupportFile 
  
After generating the support information file, e-mail it to appmanager-support@manageengine.com 
  
If the support information file is large in size and our mail server blocks the same, then you can upload 
the file in our FTP site.  
 
You will be provided details of the FTP service usage when you connect to our FTP server using "ftp 
ftp.zohocorp.com" 

http://www.manageengine.com/products/applications_manager/help/application-monitoring-support.html
mailto:appmanager-support@manageengine.com
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Server Name = ftp.zohocorp.com 
user account = anonymous 
password = "your email address" 
  
Mail us the location of the file and the folder in which it is placed in case you are using ftp to upload 
the file. 
 
Troubleshooting Tips 
 
Clicking this link takes you to the online Troubleshooting page which is a quick stop to get your 
problems resolved by yourself. This page quotes the common problems faced by users and provides 
a quick solution. 
 
Toll Free Number 
You can call the Toll Free Number +1-925-924-9500 and ask for assistance from the Applications 
Manager Technical Center. 
 
Need Features? 
If you would like to see more new features in Applications Manager, click the Need Features link. This 
takes you to an online form where you can specify the feature and its description. 
 
User Forums 
 
Clicking this link will take you to the Online user forums where you can discuss about Applications 
Manager with other users. Five latest discussion topics will be displayed 
 
Applications Manager Team Blog 
 
Clicking this link will take you to the Online Applications Manager Team Blog where you can view 
interesting information about the team, tips on handling Applications Manager and many more. Five 
latest blogs will be displayed 
 
Testimonials 
 
Clicking this link will take you to the online Testimonial form, wherein you can leave your feedback 
about Applications Manager 
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Product Information 
This sections provides the following information. 
 

• Product: Name of the product. 
• Build Number: Build number of the product currently installed in your machine. 
• Service Pack: The service pack that has been currently installed over the product. 
• License Type: Type of license that you are currently using (Free, Evaluation, Paid) and the 

number of days remaining if it is an evaluation edition. 
• Buy/Evaluate: 'Buy' option is available if you are using an Evaluation edition. Click 'Buy' to 

go to the online store and purchase Applications Manager product license. 'Evaluate' option 
is available if you are using a Free Edition. Click 'Evaluate' to switch from Free edition to 
Evaluation edition (30 days). 

 
Applications Manager Installation Information 
 
This section provides information about the system where you have installed the product. 
 

• Host Name: Host name where the server is running. 
• OS Type & Version : Type and version of operating system of the host. 
• Working Directory: Your working directory or Applications Manager Home (where the 

product is installed). 
• Start Time: Time the server was started. 
• Server port: Port in which Applications Manager is running 
• Number of Monitors: Current number of monitors configured 
• Named Users: Current number of users configured 
• Installation Type: Type can be Standalone, Managed Server or Admin Server  
• Load Factor: The load factor follows the format 'x.y', where 'x' represents load on 

Applications Manager Server, while 'y' represents the load on the Database used by 
Applications Manager. A value of zero represents least loaded, while a value of nine 
represents most loaded.  

 
JVM Memory Information 
This section provides information on the JVM Memory usage. 
 

• Total JVM Heap Size: Total heap size occupied by JVM. 
• Used JVM Heap Size: Heap size used by JVM. 
• Free JVM Heap Size: Heap size that is free without JVM usage. 
• View Thread Dump Information: Thread status in the JVM can be viewed here. 
• View Monitor Errors: Error messages of monitors can be viewed here. You can see, if data 

collection has happened successfully or not at one go. 
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Database Connection Time 
 
This graph provides information on the Applications Manager database connection time for the last 
one hour. 
 
Database Request Statistics 
 
This graph provides information on the Applications Manager database request statistics for the last 
one hour. 
 
System CPU Utilization 
 
This graph provides information on the system's (where Applications Manager is installed) CPU 
Utilization pattern for the last one hour. 
 
System Response Time 
 
This graph provides information on the system's (where Applications Manager is installed) Response 
Time pattern for the last one hour. 
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Glossary 
 
Terms Definition 
Action These are tasks to be performed to notify the user, when alarms are generated by 

Applications Manager. 
For example, while monitoring WebLogic server, if the user wants to be intimated 
when the server response time is greater than 1000ms, then an alarm is generated 
when the condition is met. The users are notified of the alarms through Actions 
such as sending e-mail, SMS, trap, and executing a command. 

Admin Activities Activities allowing IT administrators to configure any operation in Applications 
Manager with ease. Only the 'Admin' user can perform these activities. For more 
information on user access, refer to the User Administration section. 

Alarms Alarms are notifications generated based on Threshold / Health values .  
  
They are generated when the value of a numerical attribute exceeds the pre-
defined threshold limit. Additionally, the status of health and availability of an 
application can also be determined through Alarms. 

Alarm 
Configuration 

This activity enables the user to associate a threshold profile with an attribute so 
that alarms are generated. It includes associating the action to be executed when 
an alarm is generated. 
  
Additionally, the dependencies for the “Health” attribute of a Monitor can also be 
configured. 

Attribute Attributes are parameters/objects of a Monitor and they provide information about 
them. These are parameters whose values are set to threshold to generate alarms. 

Availability An attribute that determines whether a system or application is available for use 
(Up or Down). 
For example, If a Web server is running, then the availability is up. 
Consider a situation where the Web server may be running fine but its response 
time is high. This is indicated by Availability as Up and Health as critical if the 
response time is a dependent parameter for health. 

Monitor Groups Refers to the logical grouping of one or more Monitors such as application servers, 
network services, databases, web applications etc. This provides a holistic view of 
the business environment. 

Custom Monitor Custom Monitors provide a way to monitor your Java applications or other 
applications that expose management information through SNMP (Simple Network 
Management Protocol) and JMX (Java Management Extensions).  
Say, you have a Java application with built-in manageability using JMX and any 
application that has an SNMP interface, then they are managed by building 
Custom Monitors. 

Dependencies Dependencies determine 

• health of Monitor or Monitor Group 
• health or availability of Monitor Group 
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Terms Definition 
They consist of the dependent parameters of the Monitor based on which the 
severity of the health and availability is determined.  
  
For example, Health of a Tomcat Server may depend on the overall response 
time of the server or on the response time of each of the web applications 
deployed on the server etc. By configuring dependencies, you can determine the 
attribute, based on which the severity of health changes. 

Discover 
Network 

Locating all Monitors running within a network range. 

Enterprise OID 
in SNMP Trap 

OID that uniquely distinguishes traps of different organizations, i.e. they vary for 
different vendors. This field applies only to SNMPv1 traps. 

Generic Type in 
SNMP Trap 

These are types that are mapped to specific OID to generate SNMP traps and 
provide additional information about the functioning of the Monitor Group. They are 
applicable only to SNMPv1 traps. The different types of Generic traps are 
coldStart, warmStart, linkDown, linkUp, authenticationFailure, and 
egpNeighborLoss. 

Health An attribute that indicates the quality of Monitors, based on their dependencies. 
  
For example, If a Web server takes 10 mins to respond, its response time is high 
but the server is still available. Hence it is indicated by Health as critical (If 
response time is a dependent parameter of health) and Availability as up . 

Monitoring It is a continuous process that uses methodical collection and analysis of data to 
provide business management. 

Monitor Application on which monitoring is performed. Monitor is an instance of a Monitor 
Type that is running in a port of a host.  
  
For example, Application Servers such as WebLogic servers or Tomcat servers 
etc, Database servers such as Oracle or MySQL servers are some of the Monitor 
Types while a WebLogic server running on a particular port of a host is a Monitor. 

Monitor Type Refers to application such as WebLogic server, JBoss server, System server, URL 
Monitor, Oracle Database server, MySQL Database server, etc. that are monitored 
by Applications Manager.  
  
Different instances of these applications are Monitor. 

Mean Time to 
Repair (MTTR) 

The average time to repair a device or a system back to acceptable operating 
conditions. The term can also means, the time spent to restore a machine to 
operating condition after failure.  
  
This must be as low as possible. MTTR thresholds can be set to trigger root cause.  

Mean Time 
Between 
Failures (MTBF) 

The average time that a device or a system worked without failure. The term also 
stands for the length of time a user may reasonably expect a device or system to 
work before an incapacitating fault occurs.   
This must be as high as possible. MTBF thresholds can be set to trigger root 
cause.  
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Terms Definition 
Polling Interval The time interval to monitor the different parameters configured for a Monitor. 
RCA Root Cause Analysis helps to point the actual cause of a problem. You can view 

the 'Root Cause Analysis' by clicking on the status icon of the attributes.  
 
For example,  

 
Expand the nodes to view the actual cause of the problem. Here, WebLogic Health 
is critical as Availability and Response Time (dependencies of Health) are also 
critical. 

Reports They provide organized presentation of data that depicts the behavior of Monitor 
Types over a specified period of time. 

Response Time The time taken by a Monitor to react to a given input. 
Severity Indicates how serious the problems are. There are three levels of severities: 

Critical, Warning, and Clear. These are controlled by the threshold set by the user 
or administrator. 

SMTP Server An outgoing e-mail server using Simple Mail Transfer Protocol (SMTP) that sends 
your outgoing messages to the appropriate recipients. Most e-mail systems that 
send mail over the Internet use SMTP to send messages. The messages can be 
retrieved using POP server. 

SNMP OID Object identifier (OID) that is used to uniquely identify each object variable of a 
MIB (Management Information Base). 

Specific Type in 
SNMP Trap 

When generic is set to Enterprise, a specific trap ID is identified. 

SubNetMask The subnet mask determines the maximum number of hosts on a subnetwork. 
Threshold Threshold is the value that determines the severity of the alarm based on the pre-

defined conditions.  
  
For example, if the user wants to be intimated when the server response time is 
greater than 1000ms, then a threshold can be created based on this condition and 
assigned to the attribute. 

URL Monitors Continuous URL monitoring service that monitors web pages. They verify the 
availability of specified, addressable, standard HTTP and HTTPS URLs of web 
pages. 
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Product FAQ 
 
http://apm.manageengine.com/Product-FAQ.html 
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Web Client 
 
Web Client Details 
  
You can access Applications Manager Webclient via 
a. Programs Menu -> ManageEngine Applications Manager -> Applications Manager Start 
(Applications Manager starts and the webclient opens up) 
b. If you have already started Applications Manager, you can find a small icon on the Taskbar - Right 
click on the Applications Manager tray icon to access the webclient 
c. If Applications Manager is running in host - [Appln-Server] -port - 9090, you can directly access the 

webclient through the browser URL - 
http://Appln-Server:9090. You can view the monitors from an internet site or from any remote machine 

via this URL. 
 
The following are the links that are common throughout all the screens in the Applications Manager: 

• Quick Note: Provides a brief description about the functioning of the different parameters on 
which you are currently working. 

• Talk Back: You can send your technical feedback about Applications Manager by filling up 
the form. 

• About: You can see the details of Applications Manager like Build No, SP version, type of 
license etc., and also the credits roll of the contributors to the product. 

• Personalize: Provides an option to view the Applications Manager with a different look and 

feel, as you prefer. For more details, refer to the Personalize section of Performing Admin 
Activities. 

• Licensing: You can apply the registered License file that you have purchased, by clicking on 

this link. 

• Help: Provides detailed information about working with the product. Note that the help is 
context sensitive and you can click on the Home link to view the main page of Applications 
Manager Help Docs. 

• Get Quote: You can send a sales quote to Applications Manager Sales team based on your 

monitoring requirement.. 

• Logout: To log out and return to login page. 

• Search: The Search Field is placed on the left side and in all pages of the web client. It 

provides an option for searching relevant links for some keywords in the product. The 
keyword-specific links are categorized as Monitors, Help Documents, Bookmarks (pre-
defined), and Reports that list the links under their respective category based on the keyword. 
For example, searching for keywords such as Monitors provide the relevant links under Help 
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Documents and Bookmarks and for WebLogic, the links are categorized under Help 

Documents, Bookmarks, and Reports. 

Drag and Drop: The various tables in the webclient can be dragged and arranged as per your 

requirement. 

• Alarm Summary : Lists the recent critical alarms of Applications Manager. You can 
also click on the shades (representing the different severity) in the graph that will display the 
alarms based on the severity. 

• Printer Friendly : This option is available in all the pages of the web client. Clicking this 

link provides you a printer friendly view of the current page. This comes handy for printing 
Alarms and Reports. 

 
Note: By clicking on Jump to link, you can choose to log into ManageEngine ServiceDesk Plus / 

ManageEngine OpManager / ManageEngine OpStor from Applications Manager console itself. And 
also, in Enterprise Setup, you can choose to jump to the Managed Servers from Admin Server. 
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Icon Representation 
  
The following are the icons used in Applications Manager and their significance: 
  

Icon Signifies 

Severity 

 

Health is Critical 

 

Health is Warning 

 

Health is Clear 

 

Health Unknown 

 

Availability Down 

 

Availability Up 

 

Health of Numerical Attribute is Critical 

 

Health of Numerical Attribute is Warning 

 

Health of Numerical Attribute is Clear 

 

Health of Numerical Attribute is Unkown 

Monitor Type 

 

JBoss Server 

 

Tomcat Server 

 

WebLogic Server , WebLogic Integration Server 

 

WebSphere Server 

 

Oracle Application Server 

 

SAP Server / SAP CCMS 

 

Microsoft .NET 

 

MS Office SharePoint Server 

 

IBM WebSphere MQ Series 
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Icon Signifies 

 

Java Runtime 

 

J2EE Web Transactions 

 

Apache 

 

IIS Server 

 

PHP 

 

JMX Applications 

 

Active Directory 

 

Exchange Server 

 

Mail Server 

 

Web Services Monitoring 

 

Service Monitoring 

 

AdventNet JMX Agent 

 

SNMP 

 

Telnet 

 

Web Server 

 

MySQL Database Server 

 

Oracle Database Server 

 

MS SQL Database Server 

 

IBM DB2 Database Server 

 

Sybase Database Server 

 

Windows Performance Monitor 

 

File System Monitor 

 

Custom Monitor 

 

HTTP-URL Monitor and Sequence 

 

Linux Server 
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Icon Signifies 

 

IBM AIX Server 

 

IBM AS400 / iSeries 

 

HP-Unix Server 

 

Solaris 

 

Windows Server 

 

FreeBSD Server 

 

Mac OS Server 

 

Unknown 

 

Script Monitor 

 

Database Query Monitor 

 

QEngine Script Monitor 

 

DNS Monitor 

 

LDAP Monitor 

 

Ping Monitor 

 

FTP/SFTP Monitor 

 

Novell Monitor 

Report 

 

Report generated by monitoring the attribute of the Monitor for 7 days. 

 

Report generated by monitoring the attribute of the Monitor for 30 days. 

General 

 

Edit icon to make changes in the configurations. 

 

Alarm Configuration icon where the thresholds and actions of the attributes are associated 
with the Monitor/ Monitor Group. 

 

Business View icon. 
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Custom Dashboards 
  
By using Custom Dashboards feature, you can create Dashboards of your choice - like Status View of 
all the Databases, Status view of all Web Applications deployed in Tomcat Server. By adding the 
different widgets given, custom dashboards can be created. 
 
This is in addition to the already created four Dashboards - Default Dashboard, Business View, 
Availability and QoS Worldwide (Quality Of Service Worldwide). 
  
QoS Worldwide: This is done using 'embed webpage' widget . This dashboard helps you monitor 

your websites from outside your data center. Site24x7 is a website monitoring service that helps 
manage end user experience from a global point of presence. It helps monitor application and web 
service performance from a location closer to where your actual customers are. 
  
Business Dashboards: 
  
You can quickly configure your business metrics like customer wins, revenue, etc. It helps the 
Manager to allign IT with business needs. 
  
Monitor Group Template Dashboards: 
  
After configuring a dashboard, you can save the settings as monitor group template. This monitor 
group template can then be applied for other monitor groups, thereby it becomes easier to create 
dashboards for monitor groups. 
 
Create Dashboard 

• Under home tab, click on New Dashboard link. It opens up the Create New Dashboard page. 

• Enter the Dashboard Name and Description 

• You can then configure the layout of the dashboard by selecting the number of columns and 
their size. 

• You can save the dashboard settings as template and apply it to monitor groups. You have 
the option of applying the template to specific monitor groups or apply it across all the monitor 
groups. 

• Then from the Widget list, you can choose the widgets you want to add. 

• Click on Create. The new dashboard would be created with your choice of widgets. 
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• When you add a widget to the Dashboard, an empty widget will be added with an option to 
edit it. Click on edit widget icon and change the filter criteria for the widget until you get the 
desired data for the widget. 

Widgets 

  

Performance 
Widgets 

Top N Monitors: This widget displays Top N monitors based on a performance 
metric.To view the data ,select a performance metric and select the monitors 
from which Top N should be listed.You have an option to view the graph for the 
selected time period. 
  
Performance Metric Widget: This widget displays the Snapshot value of a 

specific Monitor's performance metric.You have an option to view the graph for 
the selected time period. 
  
Threshold Breakers: This widget displays all the monitors which have 

exceeded the threshold for a performance metric.You have an option to view the 
graph for the selected performance metric. 
  
Tabular Data: This widget displays values in a tabular format, packs more data 

in a smaller area. 
  
  

Availability and 
Health Widgets 

Infrastructure Snapshot: This widget gives you a snapshot of availability and 
health of monitors 
grouped by Monitor Type. 
  
Availability & Health Status: Multiple Monitors: This widget lets you view the 
snapshot of monitors of specific Type. 
  
Last 24 Hours / 30 Days Availability History: This widget displays the 

Availability history for last 24 hours / 30 days for all monitors of selected Type. 
  
Last 24 Hours / 30 Days Health History:This widget displays the Health history 
for last 24 hours / 30 days for all monitors of selected Type. 
  
Availability, Health and Alarm Summary: This widget displays Availability and 

Health status and Alarm status for the selected Monitor category. 
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Alarms 
Last N Alarms: This widget displays the last N alarms for all the monitors. 
  

Monitor Group 
Widgets 

Availability and Health Status: This widget displays all the Monitor Groups 
Availability and Health snapshot and Last 24 hours availability. 
  
Last 24 Hours / 30 Days Availability History: This widget displays the 

Availability history for last 24 hours / 30 days for all Monitor Groups. 
  
Last 24 Hours / 30 Days Health History: This widget displays the Health 
history for last 24 hours / 30 days for all Monitor Groups. 
  
Business View Widget: This widget displays the Business View of the Monitor 

Groups 
  

Utility Widgets 

Embed Web Page: This widget allows you to include a web page from another 

application into your dashboard.You can use this widget to integrate your custom 
dashboards. 
  
Bookmarks: This widget allows you to add weblinks to important documents, 

KBase articles. 
  
Custom HTML or Text: This widget allows you to add notes to your operator. 
  

 
Actions 
  
Click on Actions tab to perform administrative operations for dashboards. 
  

Add Widgets Adds new Widgets 

Edit Dashboard Edits the custom created dashboards 

Delete Dashboard Deletes the selected dashboard 

New Dashboard Creates new dashboard 

  
Publish Dashboard: The selected dashboard can be integrated with your Web Portal by using the 

Javascript Code Snippet given. So, those who can access your webportal can see the dashboard 
also. 
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Set as Default: The selected dashboard is set as the default dashboard. So, whenever you access 

the home tab, this dashboard would be displayed by default.  
  

Note: By clicking on Tabs Edit icon you can choose the order in which the dashboard will be listed 
under the home tab 
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Custom Fields 
  
As you monitor your applications and servers using Applications Manager, you may come across 
situations where certain important server-related data is not captured by the default fields present in 
Applications Manager. In such situations, you may want to add extra field types to capture that 
information. The 'Custom Fields' option allows you to configure these extra field types as per your 
business requirements. 
 
Configuring Custom Fields 
Click the Custom Fields button in the Monitor Information section of the monitor details page. This will 
open the Custom Fields section immediately below, where you can modify existing fields or add new 
fields. 

There are 3 different tabs in the ‘Custom Fields’ section. 

1. Custom Fields: In this tab, there are some preset fields such as Label, Impact, etc. You can 
edit the fields and specify their values as necessary. Apart from the default fields, you can 
add custom fields of your own if required. Just click the  icon in the right-hand corner of the 
‘Custom Fields’ tab. This will open the ‘Add/Remove Custom Fields’ popup window where you 
can add new fields, edit current fields or remove unwanted fields. 

2. User/Owner: This tab allows you to associate users to the particular monitor or monitor 
group. All types of user roles such as user, operator, administrator, and manager are 
supported. 

3. Location: In this tab, you can specify information pertaining to the physical location of the 

server. The available fields include Location Name, Floor, building, city, state, country, postal 
code and zip code. 

Note: The default values for custom fields of a monitor are inherited from the parent monitor group. 

 
Custom Fields in Enterprise Edition 
 
Although the custom fields option is available in both Professional and Enterprise editions of 
Applications Manager, there are a few minor differences in the way they can be configured in the 
Enterprise edition. 
 

• From the admin server, you can add new fields, enable/disable fields, values, etc. for the 
monitors of the admin server. You will have full control over the monitors of the admin server. 

• You cannot create or edit new fields in a managed server. You can only assign values to 
existing fields. 
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Note: 

1. Custom fields cannot be configured for external device monitors (i.e. monitors from 
ManageEngine OpManager such as routers and switches). However, they can be assigned to 
a monitor group. 

2. You can assign multiple values for certain fields such as label and user. 
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Mobile Web Client 
 
ManageEngine Applications Manager mobile web client helps you perform comprehensive application 
monitoring on the go. Optimized for all types of smart phones available in the market, Applications 
Manager Mobile Client provides a convenient method to track critical applications, perform actions, 
recieve alerts and identify issues quickly and easily from any location. The Mobile Web Client can be 
accessed using popular Mobile Web browsers. 
 
The mobile client is adapted for efficiency on smartphones, and switching between customized views 
is just a few clicks away. There are Seven Monitor views in Mobile Client. The user can configure 
these views such that all relevant diagnostic and resolution information is available and easy to use. 
 

• Infrastructure View 
• Monitor Group View 
• Dashboards 
• Alarms 
• Down Monitors 
• Actions 
• Search 

 
Infrastructure View 
 
Infrastructure view displays a list overview of all the monitors associated with a user classified into 
various categories, say Applications Servers, Database Servers etc. This view enlists the overall 
availability and health status and their health outages (the number of monitors in error by the total 
number of monitors). For usability reasons, the monitor types with critical health status are shown at 
top of the page. You can view the list of monitors of a particular type by clicking on any catagory 
under the list. By clicking on the monitor name will display a monitor details page where we can poll, 
manage/unmanage and ping the monitor. 
 
Monitor Group View 
 
Monitor group view lists all the configured top level monitor groups. This gives a clear view of the 
day's availability and health status of a monitor group or subgroup and the outages. This makes it 
easier to track if one of the monitors have failed. As in the Infrastructure View, you can click on a 
monitor group to see details like the total number of monitors associated to the group. 
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Dashboards 
 
The dashboards view is for users who want a bird's eye view summarizing the dashboards alone. By 
clicking on any of the dashboards, you can list the widgets configured. Further, you can click on the 
widget names to know the widget details. 
  
Alarms 
 
By default, this view lists all the critical and warning alarms. You also have the option to list the clear 
alarms. The alarms are sorted based on the time of creation. By clicking on the health icons, you can 
get a summary of the alarm details. Clicking on an alarm opens the alarm details page where you can 
manage/unmanage alarm or clear the alarms. From an alarm details page you can also go the 
monitor or group details page by clicking on its name. 
Down Monitors 
 
This view lists all the 'down' or unavailable monitors associated to the user. From this view you also 
get a summary of the down monitor details like how long the monitor has been down. Clicking on the 
monitor name, displays a page where you can poll, manage/unmanage and ping the monitor. 
 
Actions 
 
This view will list all the action types associated with each of the monitors. Clicking on the action type 
lists the actions. You can view action details by clicking on the action name. From this view, you can 
execute the action. This is useful for executing actions like Windows service actions, Amazon EC2 
actions and VM actions. 
 
Search 
 
You can display the Search page from the drop-down menu at the top of the page or from the tab at 
the bottom. You can use the search bar to search for any keyword. The Search result will have the list 
of monitors or monitor groups related to the keyword along with their availability and health status. 
You can go to the monitor/group details page by clicking on the monitor/group name.  
 
The seven monitoring views in the Mobile Client of Applications Manager are tailored to meet the end 
user's needs and provides you with effective portable monitoring of your environment. 
  

   



 ManageEngine Applications Manager – Help Documentation 
 

643 
 

Zoho Corporation 
 

Appendix 
  

 
• Applications Manager Home 

• Data Collection - Host Resource 

• SNMP Agent Installation 

• SNMP Agent Configuration 

• Security/Firewall Requirements 

•  Blog / Forum Articles 

•  Add-On Pricing 

• Best Practices Guide 
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Applications Manager Home 
 

<Applications Manager Home> refers to the directory in which you have installed the Applications 
Manager product. This directory location is specified by you when you install the product. 
  
For example, let us assume that you have installed Applications Manager under the default 
<Program Files> directory of C drive in your system. In this case, <Applications Manager Home> 
denotes C:\Program Files\ManageEngine\AppManager10. In Linux, if Applications Manager is 
installed under home directory, then <Applications Manager Home> denotes 
~/ManageEngine/AppManager1
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Data Collection - Host Resource 
  
The important configuration details that are required while discovering host resource by Applications 
Manager are as follows: 
  
Appl icat io ns 

Ma nager  
Operat i ng  

System 

Moni tor  Ope rat i ng  Syste m 

L inux  Sun So la r is  HP-UX /  T ru64  IBM AIX FreeBSD Windows 

Linux 

• Telnet mode 

of data 

collection. 

Default 

telnet port is 

23. 

• SSH mode 

of data 

collection. 

Default SSH 

port is 22 

• SNMP mode 

of data 

collection, 

default port 

is 161. 

HOST-

RESOURCE

-MIB must 

be 

implemented 

in the Agent. 

• Telnet mode 

of data 

collection. 

Default 

telnet port is 

23. 

• SSH mode 

of data 

collection. 

Default SSH 

port is 22 

• SNMP mode 

of data 

collection, 

default port 

is 161. 

HOST-

RESOURCE

-MIB must 

be 

implemented 

in the Agent. 

• Telnet mode 

of data 

collection. 

Default 

telnet port is 

23. 

• SSH mode 

of data 

collection. 

Default SSH 

port is 22 

• Telnet mode 

of data 

collection. 

Default 

telnet port is 

23. 

• SSH mode 

of data 

collection. 

Default SSH 

port is 22 

• Telnet mode 

of data 

collection. 

Default telnet 

port is 23. 

• SSH mode of 

data 

collection. 

Default SSH 

port is 22 

• SNMP mode 

of data 

collection, 

default port is 

161. HOST-

RESOURCE-

MIB must be 

implemented 

in the Agent. 

• SNMP mode 

of data 

collection, 

default port is 

161. HOST-

RESOURCE-

MIB must be 

implemented 

in the Agent. 

Windows 

• Telnet mode 

of data 

collection. 

Default 

telnet port is 

23. 

• SSH mode 

of data 

collection. 

Default SSH 

port is 22 

• SNMP mode 

of data 

collection, 

default port 

is 161. 

HOST-

RESOURCE

-MIB must 

be 

implemented 

in the Agent. 

• Telnet mode 

of data 

collection. 

Default 

telnet port is 

23. 

• SSH mode 

of data 

collection. 

Default SSH 

port is 22. 

• SNMP mode 

of data 

collection, 

default port 

is 161. 

HOST-

RESOURCE

-MIB must 

be 

implemented 

in the Agent. 

• Telnet mode 

of data 

collection. 

Default 

telnet port is 

23. 

• SSH mode 

of data 

collection. 

Default SSH 

port is 22 

• Telnet mode 

of data 

collection. 

Default 

telnet port is 

23. 

• SSH mode 

of data 

collection. 

Default SSH 

port is 22 

•  Telnet mode 

of data 

collection. 

Default telnet 

port is 23. 

• SSH mode of 

data 

collection. 

Default SSH 

port is 22 

• SNMP mode 

of data 

collection, 

default port is 

161. HOST-

RESOURCE-

MIB must be 

implemented 

in the Agent. 

• Through WMI 

API (Windows 

Management 

Information ) . 

RPC Service 

must be 

running. 

(Remote 

Procedure 

Call). 

• SNMP mode 

of data 

collection, 

default port is 

161. HOST-

RESOURCE-

MIB must be 

implemented 

in the Agent. 
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SNMP Agent Installation 
(Adapted from Windows help) 

• Installing SNMP Agent on Windows XP/2000/2003 

• Installing SNMP Agent on Windows NT 

• Installing SNMP Agent on Linux 

• Installing SNMP Agent on Solaris 

You need to know the following information before you install the Simple Network Management 
Protocol (SNMP) service on your computer: 

• Community names in your network. 

• Trap destinations for each community. 

• IP addresses and computer names for SNMP management hosts. 

Installing SNMP Agent on Windows XP, 2000 and 2003 
To install SNMP on Windows XP, 2000 and 2003, follow the steps given below: 
  
You must be logged on as an administrator or a member of the Administrators group to complete this 
procedure. If your computer is connected to a network, network policy settings may also prevent you 
from completing this procedure. 

1. Click Start, point to Settings, click Control Panel, double-click Add or Remove Programs, 
and then click Add/Remove Windows Components. 

2. In Components, click Management and Monitoring Tools (but do not select or clear its 
check box), and then click Details. 

3. Select the Simple Network Management Protocol check box, and click OK. 

4. Click Next. 

5. Insert the respective CD or specify the complete path of the location at which the files are 
stored. 

6. SNMP starts automatically after installation. 

This completes the installation process. To configure SNMP agents respond to SNMP requests, refer 
to Configuring SNMP agents. 
Installing SNMP Agent on Windows NT 
To install SNMP in Windows NT, follow the steps given below: 

1. Right-click the Network Neighborhood icon on the Desktop. 

2. Click Properties. 

3. Click Services. 

4. Click Add. The Select Network Service dialog box appears. 
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5. In the Network Service list, click SNMP Service, and then click OK. 

6. Insert the respective CD or specify the complete path of the location at which the files are 
stored and click Continue. 

7. After the necessary files are copied to your computer, the Microsoft SNMP Properties dialog 
box appears. 

This completes the installation process. To configure SNMP agents respond to SNMP requests, refer 
to Configuring SNMP agents. 

 
Installing SNMP Agent on Linux systems 
The installation of new version of SNMP is required only for versions prior to 8. 
 
Download the latest rpm version of SNMP using the following URL: 
 
http://prdownloads.sourceforge.net/net-snmp/net-snmp-5.1.1-1.rh9.i686.rpm?download 
 
Download the zip version of SNMP using the following URL: 
 
http://heanet.dl.sourceforge.net/sourceforge/net-snmp/ucd-snmp-4.2.6.tar.gz 
 
To install using the rpm, follow the steps given below: 

1. Login as "root" user. 

2. Before installing the new version of net-snmp, you need to remove the earlier versions of net-
snmp in your machine. To list the versions of net-snmp installed in your machine, execute the 
following command: 
 
rpm -qa | grep "net-snmp" 

3. If there are already installed version in your machine, remove them using the command: 
 
rpm -e <version of net-snmp listed as the output for previous command> --nodeps 

4. If there are no previously installed versions in your machine, then execute the following 
command to install the new version: 
 
rpm -i <new downloaded version of SNMP agent> --nodeps 

 
To install using the zip, follow the steps given below: 
 
Extract the file using following command: 
 
tar -zxvf ucd-snmp-4.2.6.tar.gz 
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To install SNMP, follow the steps given below: 

1. Login as root user. 

2. Execute the command to set the path of the C compiler: 
export PATH=<gcc path>:$PATH 

3. Execute the following four commands from the directory where you have extracted the ucd-
snmp: 

1. ./configure --prefix=<directory_name> --with-mib-modules="host"  
 
directory_name is the directory to install SNMP agent. Preferably choose a directory 
under /root. The directories /usr and /local might contain the files of an older version 
of SNMP and so do not choose these directories to ensure proper installation. 

2. make 

3. umask 022 

4. make install 

This completes the installation process. To configure SNMP agents respond to SNMP requests, refer 
to Configuring SNMP agents. 
Installing SNMP Agent on Solaris Systems 
Download the latest version of SNMP using the following URL: 
 
http://heanet.dl.sourceforge.net/sourceforge/net-snmp/ucd-snmp-4.2.6.tar.gz 
 
Extract the file using following command: 
 
tar -zxvf ucd-snmp-4.2.6.tar.gz 
 
To install SNMP, follow the steps given below: 

1. Login as root user. 

2. Execute the command to set the path of the C compiler: 
export PATH=<gcc path>:$PATH 

3. Execute the following four commands from the directory where you have extracted the ucd-
snmp: 

1. ./configure --prefix=<directory_name> --with-mib-modules="host"  
 
directory_name is the directory to install SNMP agent. Preferably choose a directory 

under /root. The directories /usr and /local might contain the files of an older version 
of SNMP and so do not choose these directories to ensure proper installation. 

2. make 
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3. umask 022 

4. make install 

Note: To Install in Solaris 8, Follow the given steps: 

5. netsnmp-5.1.1 package is available in the following url 
ftp://ftp.sunfreeware.com/pub/freeware/sparc/8/netsnmp-5.1.1-sol8-sparc-local.gz. 
This package is for solaris8 on sparc. 

6. gunzip netsnmp-5.1.1-sol8-sparc-local.gz. 

7. pkgadd -d netsnmp-5.1.1-sol8-sparc-local. 

The package would be installed. The package is configured with the compile option of 
" ./configure --with-mib-modules=host ". The agent would have support for host-
resource-mib. 

8. To start netsnmp agent: Execute - # /usr/local/sbin/snmpd. 

9. To stop this daemon: Execute - # pkill -9 -x -u 0 snmpd. 

This completes the installation process. For configuring SNMP agents to respond to SNMP 
requests, refer to Configuring SNMP agents. 
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SNMP Agent Configuration 

• Configuring SNMP agent in Windows XP/2000/2003 

• Configuring SNMP agent in Windows NT 

• Configuring the SNMP Agent in Linux versions prior to 8 

• Configuring the SNMP Agent in Linux versions 8 and above 

• Configuring the SNMP Agent in Solaris Systems 

Configuring SNMP Agent in Windows XP, 2000 and 2003 Systems 
For details about installing SNMP agents in Windows systems, refer to Installing SNMP Agent on 
Windows Systems. 
  
To configure SNMP agent in Windows XP, 2000 and 2003 systems, follow the steps given below: 

1. Click Start, point to Settings, and then click Control Panel. Double-click Administrative 
Tools and then double-click Computer Management. 

2. In the console tree, click Services and Applications and then click Services. 

3. In the details pane, scroll down and click SNMP Service. 

4. On the Action menu, click Properties. 

5. On the Security tab, select Send authentication trap if you want a trap message to be sent 
whenever authentication fails. 

6. Under Accepted community names, click Add. 

7. Under Community Rights, select a permission level for this host to process SNMP requests 
from the selected community. 

8. In Community Name, type a case-sensitive community name, and then click Add. 

9. Specify whether or not to accept SNMP packets from a host: 

o To accept SNMP requests from any host on the network, regardless of identity, click 
Accept SNMP packets from any host. 

o To limit acceptance of SNMP packets, click Accept SNMP packets from these 
hosts, click Add, type the appropriate host name and IP or IPX address, and then 
click Add again. 

10. Click Apply to apply the changes. 

Configuring SNMP Agent in Windows NT Systems 
For details about installing SNMP agents in Windows systems, refer to Installing SNMP Agent on 
Windows Systems. 
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To configure SNMP agent in Windows NT systems, follow the steps given below: 

1. Click Start, point to Settings, and then click Control Panel. Double-click Administrative 
Tools, and then double-click Services. 

2. In the details pane, click SNMP Service and then click Properties. 

3. Click the Security tab. 

4. If you want to send a trap for failed authentications, select the Send Authentication Trap 

check box. 

5. Under Accepted Community Names, click Add. 

6. In the Community Names box, type a community name from which you will accept requests. 

7. To move the name to the Accepted Community Names list, click Add. 

8. Repeat step 7 for any additional community name. 

9. To specify whether to accept SNMP packets from any host or from only specified hosts, click 
one of two options: 

o Accept SNMP Packets From Any Host, if no SNMP packets are to be rejected on 

the basis of source computer ID. 

o Only Accept SNMP Packets From These Hosts, if SNMP packets are to be 
accepted only from the computers listed. To designate specific hosts, click Add, type 

the names or addresses of the hosts from which you will accept requests in the IP 
Host or IPX Address box, and then click Add to move the name to the Only Accept 

SNMP Packets From These Hosts list. 

10. Repeat step 9 for any additional hosts. 

11. On the Agent tab, specify the appropriate information (such as comments about the user, 
location, and services). 

12. Click OK to apply the changes. 

Configuring the SNMP Agent in Linux versions prior to 8 
For details about installing SNMP agents in Linux systems, refer to Installing SNMP Agent on Linux 
Systems. 

1. Stop the agent if it is running already, using the command: 
/etc/rc.d/init.d/snmpd stop 

2. Make the following changes in /etc/rc.d/init.d/snmpd file 

o Replace the line  
daemon /usr/sbin/snmpd $OPTIONS 
with  
daemon /root/ucd_agent/sbin/snmpd $OPTIONS 
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o Replace the line  
killproc /usr/sbin/snmpd 
with  
killproc /root/ucd_agent/sbin/snmpd 
 
This is to choose the current installed version while starting and stopping the SNMP 
agent. 

3. Start the agent using the command /etc/rc.d/init.d/snmpd start. 

Configuring the SNMP Agent in Linux versions 8 and above 
On Linux versions 8 and above, the latest version of SNMP will already be available. You need to just 
make the following changes in snmpd.conf file: 

1. Insert the line 
view    allview    included   .1.3.6 

next to the line 
#   name    incl/excl    subtree     mask(optional) 

2. Change the line 
access  notConfigGroup ""  any   noauth   exact  systemview none none 
next to the line 
#   group  context sec.modelsec.level prefix read   write  notif 
as 
access  notConfigGroup ""  any   noauth   exact  allview none none 

3. Then restart the snmp agent using the following command: 
 

/etc/rc.d/init.d/snmpd restart 

Configuring the SNMP Agent in Solaris Systems 
For details about installing SNMP agents in Solaris systems, refer to Installing SNMP Agent on Solaris 
Systems. 

1. Stop the agent if it is running already using the following command: 
 
/etc/init.d/init.snmpdx stop 

2. Make the following changes in /etc/init.d/init.snmpdx file 

o Replace the lines  
 

if [ -f /etc/snmp/conf/snmpdx.rsrc -a -x /usr/lib/snmp/snmpdx ]; then 
/usr/lib/snmp/snmpdx -y -c /etc/snmp/conf -d 3 -f 0 

fi 
 
with  
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<Installation Directory>/sbin/snmpd 

o Replace the line  
 

/usr/bin/pkill -9 -x -u 0 '(snmpdx|snmpv2d|mibiisa)' 
 
with  
 

/usr/bin/pkill -9 -x -u 0 '(snmpd)' 

3. Restart the agent using the following command: 
 

/etc/init.d/init.snmpdx start. 
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Security/Firewall Requirements 
 
This section explains how the Applications Manager can be accessed behind a firewall. Fire walls act 
as barriers preventing unauthorized access to a network. They act as entrance through which 
authorized people may pass and others not. 
You need to configure the firewall so that the host on which Applications Manager runs, can access 
the monitor at the relevant port. 
  
Ports to be opened when Monitors are behind the firewall: 
 
Monitors Port Details 

Windows 

WMI Mode of monitoring: 
Windows Management Instrumentation (WMI) -- Port: 445 
Remote Procedure Call (RPC) -- Port: 135 
WMI will use DCOM for remote communication and while communicating through 
DCOM, the target server ( the server which is to be monitored by applications 
manager ) by default will use any random port above 1024 to respond back. You 
have to connect to the target server and configure it to use a port with in the 
specified range of ports. You can follow the steps mentioned in this link : 
http://support.microsoft.com/kb/300083 for restricting the ports in the target server. 
Please note that you must specify at least 5 ports in this range for target server ( 
you are normally recommended to open at least 100 ports - 
http://support.microsoft.com/kb/217351/EN-US/ ). This same range ports must be 
also opened in the firewall. 
  
SNMP Mode of monitoring: 
SNMP Agent Port: 161 

Linux / Solaris / 
AIX / HPUnix 
/Tru64 Unix 

Telnet Port: 23 (if mode of monitoring is Telnet) 
SSH Port: 22 (if mode of monitoring is SSH) 
SNMP Agent Port: 161 (if mode of monitoring is SNMP) 

JBoss 
Port in which JBoss is running (for eg., 8080) and also, the Hostname should be 
accessible. 
RMI Object port (eg., 4444) 

WebLogic HTTP Port of WebLogic, for eg., 7001 

Oracle 
Application 
Server 

HTTP Port of Oracle Application Server, for eg., 7200 
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Monitors Port Details 

Tomcat HTTP Port of Tomcat, for eg., 8080 

WebSphere HTTP Port of WebSphere (default:9080) 

Oracle HTTP Port of Oracle (default:1521) 

DB2 HTTP Port of DB2 (default: 50000) 

SQL Server HTTP Port of SQL Server (default:1433) 

MySQL Port on which MySQL is running eg., 3306 

Mail Server SMTP Server port: 25 (default), to send mails from Applications Manager 

Exchange 
Server 

HTTP Port of Exchange Server (default:25) 

Web Server - 
Apache / IIS / 
PHP 

HTTP Port of Web Server (default:80) 

JMX [ MX4J / 
JDK 1.5] 

HTTP Port of JMX agent (default:1099) 
To monitor JMX behind firewall the following changes have to be done. 
Edit startApplicationsManager.bat/sh file. Add 
-Dmonitor.jmx.rmi.port=<port number for RMI socket communication> to the Java 
runtime options. 
Restart Application Manager server 
Ensure that you have the RMI Socket port (step1) and JNDI Port (step4) are 
opened up in the firewall 
Add the JMX Applications monitor after providing the relevant details. 
The monitor should be added successfully 

Service 
Monitoring 

HTTP Port of Services (default:9090) 

SNMP HTTP Port of SNMP (default:161) 

Telnet HTTP Port of Telnet (default:23) 

Web 
Transaction 

Port in which the agent is deployed (default: 55555) 

Hyper-V Ports 135, 443 and 1025 

  



 ManageEngine Applications Manager – Help Documentation 
 

656 
 

Zoho Corporation 
 

When there is a two way communication, and the monitors need to access Applications Manager, 
then the following ports need to be opened. 
  

Port Description 

WebServer Port: 
9090 

Should be opened for accessing the Applications Manager WebClient and also 
for monitoring WebLogic and JBoss. 
  

Trap Port: 1620 
If Traps are configured to be received in Applications Manager, then you need 
to open up Trap Port: 1620. More 

 
Apart from this, Applications Manager makes sure that data is secure; internal mysql database allows 
only localhost to access the database through authenticated users. User Names and Passwords are 
stored in the MySQL database that is bundled along with the product. The passwords are encrypted 
to maintain security. 
  
Privileges required for different monitor types: 
 
Monitors Privileges 

Windows Administrator username/password [WMI mode] 

Linux Guest user privilege 

Solaris Guest user privilege 

IBM AIX 
Guest user privilege is sufficient but for collecting Memory related details, a user with 
"root" privilege is required. Hence, it is preferable to use a "root" account to view all 
details 

HP Unix Guest user privilege 

MS SQL System Administrator/Owner for the "master" database 

MySQL 
User name specified should have access to the databases that are to be monitored. 
MySQL should also be configured to allow the host on which App Manager is running 
to accesss the MySQL database. 

DB2 Permission of "sysproc procedure" user of the DB2 database 

Oracle Permission of "system" user of the Oracle database 

WebSphere 
If Global Security is enabled, the username/password for the same. Else no 
username/password is required. 
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WebLogic 
If WebLogic is authenticated, the username/password for the same. Else no 
username/password is required. 

JBoss 
If JBoss is authenticated, the username/password for the same. Else no 
username/password is required 

Tomcat 
If 5.x, you need to have username and password to connect to Tomcat Manager 
Application. Else no username/password is required. The user specified should have 
'manager' role. 

SNMP 
Agent 

SNMP Community string with read privileges 

Hyper-V 
Administrator privileges to the root OS (Windows 2008 R2 and other supported 
Hyper-V versions) 

 
Enterprise Edition 
 

Path Ports 

Managed Server to Admin SSL Port (default 8443) 

Admin to Managed Server 
SSL Port (default 8443) - for database syncing 
Webserver (default 9090) 

  
Note: Production Environment gives you the configuration details that you need to take care of, when 

moving Applications Manager into Production. 
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User Management Security Policy 
 
Applications Manager supports user management security policy for password validation. 
  
Validation: 
 

• Password should not be same/part of your Login name 
• Password length should not be less than 8 characters 
• Password length should not be greater than 255 characters 
• Password should contain atleast 1 numeric character 
• Password should contain atleast 1 special character 
• Password should contain both uppercase and lowercase characters 
• Password should not be the same as your last 4 passwords 
• Password validation should be done in both server and client side. 

 
Client side validation: 
 

• Check for password length - should not be less than 8 characters 
• Check for password length - should not be greater than 255 characters 
• Check for password - should contain atleast 1 numeric character 
• Check for password - should contain atleast 1 special character 
• Check for password - should contain both uppercase and lowercase characters 
• Check for password - should not be same/part of your Login name 

 
Server side validation: 
 
Above, the validation was given for client side. It is also done in server side. When Client validation 
has failed due to some malicious action (like truncating password) then server side validation should 
happen before changes happen to password. 
 

• Check for password - should not be the same as your last 4 passwords 
• Check for password - should contain atleast 1 numeric character 
• Check for password - should contain atleast 1 special character 
• Check for password - should contain both uppercase and lowercase character 
• Check for password - should not be same/part of your Login name 
• Password should not have more than three consecutive characters from the previous 

password 
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Account  Lock-out Feature: 
 

• User can try a maximum of 5 times with unsuccessful login, afterwards account automatically 
gets locked out. 

• After 30 minutes of time, it gets locked out automatically. 
• It will show the error message once it gets locked. 

 
Single session per user: 
 

• Application will allow the user to have only one session per user id at any point of time.  
• Same user can not be connected to server from different machines/webclient at the same 

time. 
• It will show the error message that “User Already logged in” 
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Forums / Blogs 
  
Here are links to some interesting Forums and Blog posts: 
  

Post Description 

Recognition in Gartner's Magic 
Quadrant 

ManageEngine included in Gartner's Magic Quadrant for 
Application Performance Monitoring 

Manage Virtual Machine 
Sprawl 

Virtual Machine Sprawls: How can you keep them in check? 

Manage Virtual Resources Automate Virtual Machine Management with Applications Manager 

Identify Problematic Java 
Code 

Identify Java code consuming high CPU in Linux (linking JVM 
thread and Linux PID) 

Multi-vendor Virtualization 
support 

Now Monitor Hyper-V and VMware Servers from the Same 
Console 

Server Troubleshooting 
Reduce one step from your usual Server Troubleshooting 
Handbook 

Flexible Alarm Management Flexible Alarm Management for Performance Counters 

Improve Operations 
Productivity 

Improve Operations Productivity by Integrating Contextual 
Information using New Widgets for Custom Dashboards 

Application Dependency 
Mapping 

Application Dependency Mapping for better alarm management 

Anomaly Detection 
Proactively detect application performance problems with Anomaly 
Detection 

Linux Startup 
How to start Applications Manager when Linux boots (like starting 
Applications Manager as service in Windows) ? 

Am I configuring properly? Tips on easy configuration 

Root Cause Analysis Information on how best you can use Root Cause Analysis 

Alarm Configuration made 
easy-1 
 
Alarm Configuration made 
easy-2 

Tips on easy alarm configuration 
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Post Description 

Custom Reports 
Access Applications Manager Database and Generate Custom 
Reports / Dashboards 

Migrating/Changing 
Applications Manager 

How to migrate Applications Manager from machine to another? 

HP-UX monitoring Monitoring all the disk volumes in HP-UX machine 

Script Monitor - Example1 
How to monitor database tables of your choice using script monitor 
feature? 

Script Monitoring - Example2 Script Monitoring - Monitor data from a particular row in the table 

Script Monitor - Example3 How to monitor Sybase using scripts? 

Builds Advantages of Windows build over Linux build 

SMS Alarms Easy way to send SMS Alarms 

Want a sound Alarm Steps to configure sound Alarm from a remote machine 

OpManager or Applications 
Manager 

Helps you decide between OpManager and Applications Manager 

Dell's OpManage How to integrate Dell's OpManage with Applications Manager 

GlassFish Application Server How to monitor GlassFish Application Server 

Response Time across 
Multiple Locations 

Get to know how Enterprise Edition aids in comparing response 
time across multiple locations 

Creating a proper threshold Tips on easy Threshold Configuration 

RCA Messages & Polls Insight into RCA Messages 

Create New Monitor Type Create your own custom monitor types 

Monitor Log Files and System 
Events 

Log files and System Events monitoring 

Intranet & Applications 
Manager 

How to integrate AppManager in your Intranet 
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Add-Ons 
  
Applications Manager offers 12 add-on features which are optional to use. These add-ons need to be 
purchased along with the base product. 
 
Pricing Structure of Add-ons: 
All the add-ons except Network Monitoring Connector and SAN Monitoring Connector are typically 
priced as a flat fee. You can monitor any number of resources as long as you are within the overall 
'monitors' count. 
  
For example, if you buy a 25 monitors license with SAP add-on, you can add any number of SAP 
monitors as long as the monitor count does not exceed 25. 
 
Network Monitoring Connector and SAN Monitoring Connector 
Add-on Pricing: 
The Network Monitoring Connector add-on connects ManageEngine Applications Manager to 
ManageEngine OpManager. 
  
The SAN Monitoring Connector add-on connects ManageEngine Applications Manager to 
ManageEngine OpStor. 
  
The price of these add-ons are not based on the monitor count. You need to buy these add-ons for 
integrating the respective product into Applications Manager. 
 
For example, if you want to connect to ManageEngine OpManager, you need to install Applications 
Manager and OpManager with their respective licenses. The Network Monitoring Connector add-on 
just integrates OpManager into Applications Manager upon which the status of devices monitored in 
OpManager will be available in Applications Manager. Furthermore, the device details which are 
fetched from OpManager to Applications Manager are not counted as monitors in Applications 
Manager. 
  
For more information about add-on pricing structure, please refer our online store.  
  

Note: All the add-ons are included as part of the product. You can use them for free during your 
evaluation period. Once the evaluation period is over, you can use only those add-ons that you have 
purchased. 
 
If you want to evaluate add-ons after your trial period has expired, you can request for a trial license 
by filling up this form in our website. 

 



 ManageEngine Applications Manager – Help Documentation 
 

663 
 

Zoho Corporation 
 

Troubleshooting 
 
http://apm.manageengine.com/index.html 
 

http://apm.manageengine.com/index.html
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How to Demos 
 
http://manageengine.com/products/applications_manager/howtodemos/index.html?help 
 

http://manageengine.com/products/applications_manager/howtodemos/index.html?help
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Best Practices 
 
http://www.manageengine.com/products/applications_manager/AM-BestPractices.pdf?help 
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